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A B S T R A C T 

Globular clusters (GCs) are powerful tracers of the galaxy assembly process, and have already been used to obtain a detailed 

picture of the progenitors of the Milky Way (MW). Using the E-MOSAICS cosmological simulation of a (34.4 Mpc) 3 volume 
that follows the formation and co-evolution of galaxies and their star cluster populations, we develop a method to link the 
origin of GCs to their observable properties. We capture this complex link using a supervised deep learning algorithm trained 

on the simulations, and predict the origin of individual GCs (whether they formed in the main progenitor or were accreted from 

satellites) based solely on extragalactic observables. An artificial neural network classifier trained on ∼50 000 GCs hosted by 

∼700 simulated galaxies successfully predicts the origin of GCs in the test set with a mean accuracy of 89 per cent for the 
objects with [Fe / H] < −0 . 5 that have unambiguous classifications. The network relies mostly on the alpha-element abundances, 
metallicities, projected positions, and projected angular momenta of the clusters to predict their origin. A real-world test using the 
known progenitor associations of the MW GCs achieves up to 90 per cent accuracy, and successfully identifies as accreted most 
of the GCs in the inner Galaxy associated to the Kraken progenitor, as well as all the Gaia-Enceladus GCs. We demonstrate that 
the model is robust to observational uncertainties, and develop a method to predict the classification accuracy across observed 

galaxies. The classifier can be optimized for available observables (e.g. to impro v e the accurac y by including GC ages), making 

it a valuable tool to reconstruct the assembly histories of galaxies in upcoming wide-field surv e ys. 

K ey words: galaxies: e volution – galaxies: formation – galaxies: haloes – galaxies: structure. 
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 I N T RO D U C T I O N  

ne of the major goals of astrophysics is understanding the phys-
cal processes that gave rise to galaxies out of the tiny density
erturbations that emerged from the epoch of recombination. The 
dvent of modern cosmology has provided precise knowledge of 
hese initial conditions in the context of the highly successful � cold
ark matter ( � CDM) cosmological paradigm. The � CDM model 
akes detailed predictions for the formation and evolution of dark 
atter (DM) haloes, which are the sites for baryonic material to 

ondense into the galaxies we observe today (Blumenthal et al. 1984 ;
avarro, Frenk & White 1995 ; Springel et al. 2005 ). Hydrodynamical 

osmological simulations in the � CDM framework predict that 
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alaxies assemble through a combination of in-situ star formation 
n cold gas that is continuously accreted from cosmic filaments, and
ontinuous infall of smaller satellite galaxies along with their DM, 
as, and stars (Naab & Ostriker 2017 ; Crain & van de Voort 2023 ).
ophisticated dynamical models of external galaxies using integral 
eld spectroscopic data are now able to reco v er the properties of
inematically and chemically distinct ‘cold’ and ‘hot’ populations 
hat trace the in-situ and accreted stellar components, respectively 
e.g. Zhu et al. 2020 ; Poci et al. 2021 ). Ho we ver, reconstructing the
etailed merger history of a galaxy from observations remains an 
xtremely challenging task. 

The first chemo-dynamical studies of galaxies date back to the 
960s, when observations of the stars and globular cluster (GC) pop-
lations of the Milky Way (MW) showed that the kinematics of stars
ontained important clues to the origin of the various components. 
his pioneering work by Eggen, Lynden-Bell & Sandage ( 1962 )
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h permits unrestricted reuse, distribution, and reproduction in any medium, 
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ound that while young stars follow nearly circular orbits, older stars
ave eccentric radial orbits with lower angular momentum and higher
 ertical v elocity dispersion, all indicative of their accreted origin.
ater studies of the ages and metal abundances of GCs in the MW
howed that while inner GCs follow a tight age–metallicity relation,
he outer GCs have a broad range of ages at fixed metallicity (Searle &
inn 1978 ). This simple observation confirmed the scenario where

he MW disc stars and GCs formed early, while the halo formed
lowly from material that continued to accrete long after the disc
as in place. Several decades later, the Sloan Digital Sky Survey

SDSS; York et al. 2000 ) found the first evidence of a past accretion
vent in the MW, the Sagittarius stream, a remnant of the accretion
f the Sagittarius dwarf galaxy (Ibata, Gilmore & Irwin 1994 ).
eep wide-field photometric surv e ys including SDSS, P an-STARRS

Chambers et al. 2016 ), and DES (Abbott et al. 2018 ) have since
ound many spatial overdensities and streams in the MW stellar
alo that correspond to recent smaller accretion events (for re vie ws,
ee Belokurov 2013 ; Grillmair & Carlin 2016 ). The first hints
f kinematic halo substructures emerged from astrometric surv e ys
ombined with ground-based radial velocities (see Klement 2010 ;
mith 2016 ). 
The Gaia surv e y (Gaia Collaboration 2018a ) revolutionized the

eld of Galactic archaeology by precisely measuring the 3D positions
nd motions of millions of stars in the inner halo, enabling the
earch for the progenitor galaxies of the MW using the phase-space
lustering of halo stars (for a re vie w, see Helmi 2020 ). Over the last
 yr these data, combined with other spectroscopic surv e ys, led to
he identification of the stellar debris from one of the most massive
alaxy ever accreted by the MW, Gaia-Enceladus (also known as the
aia Sausa g e ; Belokurov et al. 2018 ; Haywood et al. 2018 ; Helmi

t al. 2018 ), and of at least six additional progenitors (e.g. Myeong
t al. 2018a , b , c ; Deason, Belokurov & Sanders 2019 ; Gallart et al.
019 ; Iorio & Belokurov 2019 ; Mackereth et al. 2019 ; Myeong et al.
019 ; Vasiliev 2019 ; Koppelman et al. 2019a , b ; Necib et al. 2020a ,
 ; Horta et al. 2021 ; Malhan et al. 2022 ). Their location in 6D phase-
pace together with their metallicities and alpha-element abundances,
dentifies these substructures as having formed in satellites with
ifferent masses and star formation histories (see Helmi 2020 ). The
ew data therefore allowed the global properties (such as mass and
ccretion redshift) to be determined for the most massive progenitors
f the Galaxy. More recently, the H3 surv e y (Conroy et al. 2019 ) of
igh latitude stars in the MW found evidence of six chemo-dynamical
ubstructures in the outer halo, beyond the reach of Gaia (Naidu et al.
020 ). This brought the census of Galactic progenitors up to ∼10,
ccounting for ∼95 per cent of the mass of the stellar halo. Achieving
 similarly detailed assembly reconstruction for large samples of
alaxies would undoubtedly open an entirely ne w windo w into galaxy
ormation and cosmology. 

Gaia also provided the precise orbits of nearly all of the Galactic
Cs (Gaia Collaboration 2018b ; Baumgardt et al. 2019 ; Vasiliev
019 ). These data, along with the GC chemical abundances and ages,
ffered a no v el and complementary way of reconstructing galaxy
ssembly. GCs are particularly powerful tracers of galaxy assembly
ecause they can be studied at much larger distances than individual
tars, up to ∼100 Mpc, have long phase-mixing time-scales, and
heir abundance relative to field stars increases in low-mass galaxies
Peng et al. 2008 ; Georgiev et al. 2010 ; Forbes et al. 2018 ). Using
ydrodynamical cosmological simulations from the E-MOSAICS
roject, which include the formation and evolution of star clusters,
ruijssen et al. ( 2019a ) demonstrated that GCs are excellent tracers
f the properties of their progenitor galaxies. Kruijssen et al. ( 2019b )
hen used the age–metallicity relation of the MW GCs to obtain
NRAS 526, 5735–5755 (2023) 
he most detailed reconstruction to date of the merger tree of the
alaxy. Trujillo-Gomez et al. ( 2021 ) found a surprising amount
f galaxy assembly information encoded in the 3D GC system
inematics of simulated MW-mass galaxies, and applied a statistical
ethod to the Gaia data to produce an independent and consistent

econstruction of the MW merger tree. Massari, Koppelman & Helmi
 2019 ) used phase-space and age–metallicity information to associate
ost of the accreted GCs to each of the five most massive (likely)

rogenitors, Gaia-Enceladus , Kraken , Sagittarius , Sequoia , and the
rogenitor of the Helmi streams . Pfeffer et al. ( 2020 ) studied the
elationship between the current phase-space distribution of GCs
nd the properties of their progenitors in cosmological simulations.
sing machine learning to exploit this relation, along with the GC

ges and metallicities in the simulations, Kruijssen et al. ( 2020 )
rained an artificial neural network (NN) to reco v er the masses and
ccretion redshifts of the five dominant MW progenitors. New studies
ontinue to unco v er further details of the MW assembly. For instance,
alhan et al. ( 2022 ) analysed the statistical 6D distribution of a

arge population of tracers in the Galactic halo (including GCs and
tellar streams) to robustly search for phase-space substructures, and
isco v ered a potential additional progenitor named Pontus . 
In this study, we aim to provide the initial steps to extend the

owerful methods that have been applied to the MW to recover
he assembly histories of external galaxies based on their observed
C populations. First, we study the relation between the fraction
f GCs accreted from satellites and fundamental galaxy properties
n the simulations. We then investigate the link between GC origin
whether a GC was formed in-situ within the galaxy or was accreted),
nd its individual properties as determined by standard photometric
nd spectroscopic observations. The main result we highlight is that
xtragalactic GC observables contain a record of their progenitor
roperties, and that this information can be used to reco v er the
rigin of individual GCs using only a few key observables (their
ositions, radial velocities, and metallicities, and the stellar mass
nd ef fecti ve radius of their host galaxy). With the goal of applying
ur classifier algorithm to upcoming deep, wide-field spectroscopic
alaxy surv e ys, we pro vide the classification model code in a public
epository. 

The paper is organized as follows. Section 2 describes the
imulations and the galaxy and GC sample selection. Section 3 shows
ow the accreted fraction depends on galaxy properties. Section 4
escribes the deep learning model used to predict GC origin in
xternal galaxies, and Section 5 provides a detailed analysis of its
redictions for simulated galaxies, and the results of the a real-world
est using the MW data. The results and discussed in Section 6 , and
ummarized in Section 7 . 

 SIMULATED  G A L A X Y  A N D  G C  SAMPLE  

n this work we use the simulated galaxies and star cluster popu-
ations from the E-MOSAICS simulations. Below we describe the
imulations and sample selection criteria. 

.1 The E-MOSAICS simulations 

-MOSAICS (MOdelling Star cluster population Assembly In Cos-
ological Simulations within EAGLE) is a suite of hydrodynamical

osmological simulations that follow the formation and co-evolution
f galaxies and their star cluster populations (Pfeffer et al. 2018 ; Krui-
ssen et al. 2019a ). The physics of galaxy formation is implemented
sing the EAGLE model (Crain et al. 2015 ; Schaye et al. 2015 ), which
ses a feedback prescription calibrated to reproduce the stellar mass
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Table 1. Upper metallicity thresholds used to define the GC sample as a 
function of host galaxy stellar mass. 

Galaxy log ( M ∗/M �) [Fe/H] thresh [Fe/H] split 

8.0–8.5 −1.0 −1.2 
8.5–9.0 −1.1 −1.2 
9.0–9.5 −0.8 −1.2 
9.5–10.0 −0.5 −1.1 
10.0–10.5 −0.5 −1.0 
10.5–11.0 −0.5 −0.9 
> 11.0 −0.3 −0.8 

The upper threshold is designed to remo v e artificially underdisrupted clusters 
(see Section 2.2 ). The last column shows the metallicity used to split the GC 

sample into metal-poor and metal-rich subpopulations. 
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unction and disc-galaxy sizes at z = 0. The EAGLE model also
eproduces many additional key properties of the observed galaxy 
opulation, including their present-day luminosities and colours 
Trayford et al. 2015 ), the evolution of the stellar mass function, star
ormation rates (Furlong et al. 2015 ), and galaxy sizes (Furlong et al.
016 ), and the chemical abundances of stars in the MW (Mackereth
t al. 2018 ). 

To model the formation and evolution of star clusters, the sim-
lations use an impro v ed v ersion of the MOSAICS subgrid model
Kruijssen et al. 2011 ; Pfeffer et al. 2018 ). Star clusters are treated
s a subgrid population within each star particle, and form according 
o an environmentally-dependent prescription based on models for 
he fraction of stars formed in bound clusters (Kruijssen 2012 ), 
nd for the upper truncation mass of the Schechter initial cluster 
ass function (Reina-Campos & Kruijssen 2017 ). Both of these 

uantities are calculated using the local gas conditions, and increase 
ith the gas pressure. Clusters lose mass via stellar evolution, two- 
ody relaxation, and tidal shocks, and may be completely disrupted 
y infall into the centres of galaxies via dynamical friction. Mass-
oss due to tidal shocks and two-body relaxation is calculated self-
onsistently at each time step from the local tidal field. 

The E-MOSAICS simulations have been shown to reproduce 
ev eral ke y properties of GC populations. These include the massiv e
nd of the GC mass function (Pfeffer et al. 2018 ; Hughes et al.
022 ), GC specific frequencies (Kruijssen et al. 2019a ; Bastian et al.
020 ), the colour–luminosity relation of metal-poor GCs (the ‘blue 
ilt’; Usher et al. 2018 ), the GC radial distribution (Reina-Campos
t al. 2021 ) and kinematics (Trujillo-Gomez et al. 2021 ), and the
C system mass–halo mass relation (Bastian et al. 2020 ). They also

eproduce the age distribution of GCs in satellite streams (Hughes 
t al. 2019a ), and the fraction of stars in the bulge of the Galaxy
hat were born in GCs (Hughes et al. 2019b ). These simulations
emonstrated that the properties of GC populations reflect the 
nvironment and assembly of their host galaxies (Kruijssen et al. 
019a ), and this allowed the most detailed reconstruction so far of
he merger tree of the MW (Kruijssen et al. 2019b ), including the
rediction of the masses and accretion times of its five most massive
rogenitors using the properties of its GCs (Kruijssen et al. 2020 ).
e refer the reader to Pfeffer et al. ( 2018 ) for a complete description

f the physical models in the simulations. 
The E-MOSAICS simulations are unique in their ability to model 

tar cluster populations in a cosmological volume to z = 0, and their
uccess in reproducing galaxy and GC observables makes them an 
deal tool to investigate how the intrinsic properties of GCs relate 
o their natal galaxies. In this work we use the galaxies and GCs
rom the E-MOSAICS (34.4 cMpc) 3 periodic volume (Bastian et al. 
020 ). The gas particle mass is 2.26 × 10 5 M �, and the gravitational
oftening at z = 0 is ε = 0.35 kpc. A Friends-of-Friends algorithm
FoF; Davis et al. 1985 ) is first used to identify DM groups with a
inking length of 0.2-times the mean particle separation. Within each 
roup, the SUBFIND algorithm (Springel, Yoshida & White 2001 ; 
olag et al. 2009 ) then identifies gravitationally bound structures, 

nd identifies as the central subhalo/galaxy the one containing the 
article with the lowest potential energy. All other subhaloes within 
he FOF group are then considered satellites of the central galaxy. 

erger trees are constructed in the same way as for the EAGLE
imulations, using the D-TREES algorithm (Jiang et al. 2014 ; Qu et al.
017 ) to link between 10 and 100 of the most bound particles in each
ubhalo across the 28 snapshots (for further details on this procedure, 
ee Qu et al. 2017 ). The simulation volume contains 2900 galaxies
resolved with at least 100 star particles), and [465, 69, 7] galaxies
ith M halo > [10 11 , 10 12 , 10 13 ]M �. We refer the reader to Bastian
t al. ( 2020 ) for a detailed description of the simulation and its first
esults. 

.2 Sample selection 

or the analysis in this study we select all central galaxies (i.e. not
atellites) in the (34.4 cMpc) 3 periodic volume with stellar masses 
 ∗ > 10 8 M � and hosting at least 10 GCs. GCs are identified as

tar clusters with M > M thresh and metallicities −2 . 5 < [Fe / H] <
Fe / H] thresh . The minimum mass threshold is chosen to increase with 
alaxy mass to follow the shift in the upper truncation of the GC mass
unction (Hughes et al. 2022 ). The metallicity range is designed to
itigate the effect of numerical cluster underdisruption due to the 

bsence of cold and dense gas in the EAGLE model (Reina-Campos
t al. 2021 ). It ef fecti v ely remo v es most of the excess GCs (which
re mostly metal-rich) that should have been ef fecti vely disrupted by
idal shocks (for a detailed discussion see Appendix D of Kruijssen
t al. 2019a ). To emulate the observationally motivated galaxy mass-
ependent GC minimum mass used by Hughes et al. ( 2022 ), we use
he smoothly varying function, 

log ( M thresh ) = 0 . 5 log ( M ∗) − 0 . 5 . (1) 

s a result, for the lowest mass galaxies in the sample we select as
Cs star clusters with M > 10 3.5 M �, while for the most massive

llipticals we use M � 10 5 M �. Table 1 shows the upper metallicity
hreshold values as a function of galaxy stellar mass. 

These criteria result in a sample of 921 central galaxies hosting a
otal of 75 810 GCs. To classify the GCs into in-situ and accreted, we
se the merger trees and examine the two snapshots that bracket the
ormation time of the host star particle. If the progenitor gas particle
as assigned to the same branch of the merger tree as the resulting

tar particle, the GC has a clear origin, and it is labelled ‘ in-situ ’ if it
ormed on the main branch, or ‘accreted’ (or ‘ex-situ’) if it formed in
 different branch. GCs with a formation time that falls between two
ifferent branches do not have a determined origin (given the spacing
etween simulation snapshots), and they are labelled ‘unclear’. After 
lassification, the sample contains 39 158 in-situ , 36 652 accreted,
nd 6674 GCs with unclear origin. Since an unclear origin is simply
n artefact of the merger trees, we remo v e those GCs from the final
ample. The final sample contains 57 per cent in-situ , and 43 per cent
ccreted GCs. 

We use this final sample of GCs and host galaxies for all the
nalysis in this work. The selection criteria are designed to a v oid
umerical artefacts in the simulations, and to prevent the classifier 
rom learning this unphysical behaviour. As long as the classifier is
pplied to GCs and host galaxies within the scope of its training set,
e expect that the predictions will be robust to the particular choice
MNRAS 526, 5735–5755 (2023) 
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M

Figure 1. Number of GCs hosted by each simulated galaxy as a function 
of the galaxy stellar and halo mass. The number of hosted GCs increases 
steeply with both stellar and halo mass. At fixed halo mass, galaxies with 
larger stellar mass tend to host more GCs. See Section 2.2 for the sample 
selection criteria. 
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Figure 2. Fraction of stars and GCs accreted from satellites as a function 
of host galaxy stellar mass (points), coloured by halo mass. The grey line 
and shading show the median, [5,95], and [25,75] percentile range of the 
accreted fraction in bins of stellar mass (with error bars corresponding to the 
uncertainty in the median). The blue and red lines show the median accreted 
fraction in the bottom and top quartiles of halo mass in each bin, respectively. 
The dotted line shows the fraction of accreted stars. The median GC accreted 
fraction increases with stellar mass, and is al w ays larger than for stars. At 
fixed stellar mass, galaxies hosted by more massive DM haloes have larger 
fractions of accreted GCs. 
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1 There is an additional weak trend where the in-situ GCs in massive galaxies 
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low accreted fractions. This originates from the anticorrelation between halo 
mass (or formation time) and galaxy metallicity at fixed stellar mass discussed 
abo v e. 
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f parameter boundaries. Extension of the range of input observables
o the most metal-rich observed GCs will require better treatment of
SM-driven cluster disruption (see Reina-Campos et al. 2022 ). 

 G C  O R I G I N  AC RO SS  T H E  G A L A X Y  

OPULATION  

e begin by examining how GC origin is related to GC and host
alaxy properties. Fig. 1 shows the stellar-to-halo mass relation of
he simulated galaxies coloured by the number of GCs they host.
he size of the GC population increases steeply with halo mass,

eproducing the observed qualitative trend (e.g. Blakeslee, Tonry &
etzger 1997 ; Burkert & Forbes 2020 ). In a more detailed analysis,
e found that the relation between halo mass and total mass in GCs

n the simulations also matches observations (Bastian et al. 2020 ). At
xed galaxy stellar mass there is a weak secondary trend of increasing
umber of GCs with increasing halo mass. 
Fig. 2 shows the fraction of accreted GCs and stars in each galaxy

s a function of galaxy stellar mass. The fraction of accreted GCs
n E-MOSAICS increases with galaxy stellar mass following the
ualitative trend found for stars in semi-empirical and semi-analytical
odels, as well as in cosmological simulations including EAGLE

e.g. Rodriguez-Gomez et al. 2016 ; Qu et al. 2017 ; Clauwens et al.
018 ; Tacchella et al. 2019 ; Davison et al. 2020 ; Moster, Naab &
hite 2020 ). This is not surprising, and is a direct consequence

f the hierarchical nature of galaxy assembly combined with the
hape of the fundamental stellar-to-halo mass relation (Fig. 1 ).
he stellar-to-halo mass relation is very steep at low masses and
ecomes shallower for galaxies more massive than the MW. Massive
alaxies are therefore partially assembled by hierarchical accretion
f satellites with relatively high stellar masses, while dwarfs accrete
nly satellites with relatively low stellar masses. While the accreted
raction increases with galaxy mass for both stars and GCs, Fig. 2
hows that the fraction of accreted GCs is al w ays larger. This is a
esult of the higher mean specific frequencies of satellites relative to
entrals. 

There is significant scatter in the GC accreted fraction at fixed
alaxy stellar mass. To understand the physical drivers of the scatter,
e search for secondary trends in the GC accreted fraction. Fig.
 also shows the median GC accreted fraction of galaxies hosted
y the least/most massive DM haloes in each stellar mass bin
NRAS 526, 5735–5755 (2023) 
in the lower/upper quartile of the distribution of M halo in each
in). At fixed stellar mass, galaxies hosted by more massive DM
aloes have larger GC accreted fractions, as expected from their
arger fraction of accreted material from DM-rich satellites. The
eft panel of Fig. 3 sho ws ho w the accreted GC fraction varies with
alaxy metallicity, with metal-poor galaxies typically hosting a larger
raction of accreted GCs (for M ∗ � 10 9 M �). This trend is driven
y the decrease in the mean metallicity due to the accretion of a
arger fraction of stars/GCs from satellites. 1 We also find that the

ean metallicity of accreted GCs is higher in galaxies with higher
ccreted GC fractions due to the dominant contribution of the most
assive satellite (which also contains the most metal-rich GCs). 
In the right panel of Fig. 3 we show an even stronger trend

ound in the accreted fraction of metal-poor and metal-rich GC
ystems (i.e. considering the mean GC metallicity of each galaxy).
t fixed stellar mass, galaxies with metal-poor GC systems have

ystematically higher accreted GC fractions compared to those with
etal-rich systems. As in the case of the stellar component, this

istinct metallicity dependence of the accreted fraction results from
 combination of the o v erall effect of larger fractions of (metal-poor)
Cs accreted from satellites on the mean GC metallicity, and the

ffect of DM halo formation times on the in-situ GCs. 
Fig. 4 shows the accreted fraction of metal-poor and metal-

ich GC subpopulations as a function of galaxy stellar mass. The
ubpopulations are defined using the stellar mass-dependent split
hown in Table 1 . Metallicity alone is not a direct proxy for GC origin.

hile metal-rich GCs tend to form in-situ in low-mass galaxies,
he metal-poor population is typically a mix of in-situ and accreted
bjects. Fig. 5 shows the distribution of accreted and in-situ GCs
s a function of GC metallicity and host galaxy mass. It confirms
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Figure 3. Accreted GC fraction as a function of galaxy stellar mass. Left: Coloured by mean galaxy metallicity [Fe/H]. The blue and red lines show the median 
accreted GC fractions for the galaxies with the 25 per cent lowest and highest metallicities, respectively. Right: Coloured by mean GC metallicity. The blue 
and red lines show the median accreted GC fractions for the galaxies in the bottom and top GC system metallicity quartiles, respectiv ely. At fix ed stellar mass, 
galaxies with higher metallicity stars and GCs have systematically lower accreted fractions than those at lower metallicities. This is driven by the fact that 
accreted stars and GCs from low-mass satellites are metal-poor. 

Figure 4. Accreted GC fraction as a function of galaxy stellar mass for metal- 
poor (top panel) and metal-rich (bottom panel) GC populations. The GC 

subpopulations are selected based on the stellar mass-dependent metallicity 
split in Table 1 . Metal-poor GCs typically have a mixed origin. Metal-rich 
GCs in low-mass galaxies are almost e xclusiv ely formed in-situ , while in 
galaxies more massive than the MW they have a mixed origin. 
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Figure 5. Origin of individual GCs in the simulation as a function of GC 

metallicity and host galaxy mass. The upper mass-dependent metallicity 
limit reflects the selection applied to reduce contamination by artificially 
underdisrupted GCs (see Section 2.2 ). Accreted GCs tend to have lower 
metallicities than in-situ GCs, but there is a significant o v erlap between 
the two populations. There is also significant variation in the metallicity 
distribution of the accreted and in-situ GCs across galaxies of similar mass 
due to differences in their assembly histories. 
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hat while accreted GCs tend to be more metal-poor than in-situ
Cs, there is significant o v erlap and g alaxy-to-g alaxy variation in

he populations, and metallicity alone is generally not enough to 
etermine GC origin. 

 PREDICTING  G C  O R I G I N  USING  M AC H I N E  

E A R N I N G  

e now turn to the question of whether the origin of a particular
C can be predicted using its observable properties, and which 
bservables are best suited for this purpose. We take advantage 
f the flexibility and predictive power of deep learning algorithms 
hen applied to problems with highly non-linear relations between 

he input and output variables. In addition, we explore other super-
ised learning techniques to find possible alternatives with higher 
redicti ve po wer. 
After exploring several classifier algorithms including k-nearest 

eighbours (Fix & Hodges 1989 ), Logistic Regression (Pearl & 

eed 1920 ), Support Vector Machines (Boser, Guyon & Vapnik 
992 ), Decision Trees (Hunt, Marin & Stone 1966 ), and Random
orests (Breiman 2001 ), we find that their predictive accuracy is
enerally lower compared to deep learning, while most do not provide 
robabilistic outputs. The probabilistic output of NNs will be key for
uning and predicting the uncertainties in the model (see Sections 5.1
nd 5.4 ). 
MNRAS 526, 5735–5755 (2023) 
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Table 2. GC and host galaxy observables used as features in the fiducial NN classifier. 

Feature Object Definition 

log M 

gal 
∗ Galaxy Stellar mass 

log R 

gal 
e Galaxy Projected ef fecti ve radius 

[Fe / H] gal Galaxy Mean metallicity 
[ α/ Fe] gal Galaxy Mean oxygen abundance relative to iron [O/Fe] 
σ gal Galaxy Stellar velocity dispersion 
log N GC Galaxy Total number of GCs 
σGCs Galaxy GC system velocity dispersion 
[Fe / H] GC Metallicity 
[ α/ Fe] GC Oxygen abundance relative to iron [O/Fe] 
� [Fe / H] GC/galaxy Metallicity relative to the galaxy, [Fe / H] − [Fe / H] gal 

� [ α/ Fe] GC/galaxy Alpha-abundance relative to the galaxy, [ α/ Fe] − [ α/ Fe] gal 

log R p /R 

gal 
e GC/galaxy Projected distance from galaxy centre in units of the galaxy ef fecti ve radius √ | V p | /σgal GC/galaxy LOS velocity in units of the galaxy velocity dispersion √ | V p | /σGCs GC/galaxy LOS velocity in units of the GC system velocity dispersion 

V rot / σ gal GC/galaxy ‘Projected rotation velocity’: dot product of LOS velocity and the unit vector pointing along the galaxy rotation velocity at 
the GC projected position in units of the galaxy velocity dispersion (see Section 4.2 ) 

log R p | V p | GC ‘Projected angular momentum’: product of the projected galactocentric distance and magnitude of LOS velocity 
( R p V rot ) 1/3 GC/galaxy ‘Projected angular momentum vector’: product of projected galactocentric distance and V rot (see Section 4.2 ) 

Projected positions and LOS velocities are calculated with respect to the position and velocity of the centre of the galaxy, assuming a single random orientation 
for each galaxy. 
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.1 Algorithm description 

or the fiducial model we employ a Multilayer Perceptron NN 

2 

rchitecture (MLP; Rumelhart, Hinton & Williams 1986 ) with dense,
equential layers. MLPs are powerful classifiers that are ideally suited
or complex problems where the classes are not linearly separable,
s we expect here. They are also advantageous compared to more
raditional models because they automatically create useful new
eatures from the provided inputs. We use the deep learning library
ERAS (Chollet et al. 2015 ) implemented within the TENSORFLOW

ramework (Abadi et al. 2015 ). 
The MLP architecture consists of several layers of artificial

eurons that are connected in sequence, such that each neuron takes
s input the combined outputs from all the neurons in the previous
ayer. To adapt the model to our specific classification task, we set the
nput layer to contain as many nodes (i.e. neurons) as the dimensions
f the input data (i.e. the number of GC observables, N input ), and
he output layer to have two dimensions corresponding to the two
ossible classification labels: in-situ and accreted . The number of
idden layers N layers , and the number of nodes per layer ( N nodes ) are
eft as free parameters to be optimized using the validation data.
he input and hidden layers use the standard ‘Rectified Linear Unit’

ReLU) acti v ation function, h ( x ) = max (0, x ), and the output layer
ses the sigmoid acti v ation function to convert the output into a
inary probability in the range [0,1], P in-situ = 1 − P accreted . The
odel is compiled using the ‘Adam’ optimizer (Kingma & Ba 2014 ),
ith the standard binary cross-entropy loss function used in binary

lassification tasks, 

 = − 1 

N GC 

N GC ∑ 

i= 1 

y i log ( P i ) + (1 − y i ) log ( 1 − P i ) , (2) 

here y i is the true label and P i is the output probability for GC i (1
or in-situ , 0 for accreted). Below we describe the input features and
raining procedure. 
NRAS 526, 5735–5755 (2023) 

 also known as feed-forward NN. 

a  

H  

o  
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.2 Training a NN classifier on simulated galaxies and their 
Cs 

o select the set of input observables (i.e. the features) used by the
odel to predict GC origin, we first explore a large set of physically-
oti v ated GC and host galaxy observables. We iterativ ely remo v e

eatures that do not affect the accuracy of the predictions to reduce
s much as possible the complexity of the model. This procedure
ields a fiducial set of N input = 17 observables that we use in the
nal step to optimize the NN architecture and to train the fiducial
odel. Table 2 summarizes the features. These are all derived using

hysically-moti v ated combinations of GC observables (metallicity,
lpha-element abundance, projected position on the sky, and line-
f-sight velocity), and global galaxy properties (stellar mass, mean
etallicity, ef fecti ve radius, and stellar velocity dispersion). Since
C ages are notoriously difficult to measure precisely beyond the
W, we ignore them here and e v aluate their contribution to the

redictions in Section 5.7 . In the E-MOSAICS simulations the GC
lpha-element abundances follow the same trends as in the field
tars, making them a good proxy for the alpha-enrichment history of
alaxies (Hughes et al. 2019b ). 

We select a single random orientation for each galaxy correspond-
ng to a projection onto the x –y plane of the simulation box, and
alculate the positions and velocities in the reference frame of the
entre of the galaxy obtained using SUBFIND . We define the GC
rotation velocity’ as the dot product of the GC LOS velocity V p and
he unit vector pointing in the direction of net rotation of the galaxy at
he projected GC position, V rot ≡ V p · V 

gal 
rot / | V 

gal 
rot | . We further test an

ugmented feature set by including an additional set of six features
hat describe the distribution of the projected distance and LOS
elocity of the GC system (using the median, inter-quartile range,
kewness, and kurtosis), and quantify the projected GC distance and
 elocity relativ e to the four nearest GC neighbours. We find that
hese additional features do not increase the model performance,
nd therefore keep only the original set of 17 input observables.
aving chosen the final feature set, we follow the common practice
f standardizing each feature by subtracting the mean and diving by
he standard deviation to obtain distributions with a mean of 0 and

tandard deviation of 1. 
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Figure 6. Accuracy distribution of the classifier on the simulated test sample 
as a function of the predicted probabilities. Top: Distribution of the predicted 
in-situ probability P in-situ across the entire GC test sample compared to the 
distribution of only the correct predictions (assuming a decision threshold 
P thresh = 0.5). Bottom: Accuracy of the predictions in each probability bin. 
The vertical line marks the initial value of P thresh = 0.5 we adopt for labelling 
the predictions of the classifier, where P in-situ > P thresh corresponds to in- 
situ , and P in-situ ≤ P thresh corresponds to accreted. The grey shaded region 
indicates ambiguous predictions as defined in Section 5.1 . Both the probability 
distribution and the accurate predictions are peaked near the two extremes 
of P in-situ , showing that the classifier makes accurate predictions with high 
confidence. 
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To train the model we use the sample of 69 136 simulated GCs with
lear origin hosted by 921 central galaxies (see Section 3 ). Normally,
he model would be trained on a random subsample containing 
he majority of the simulated GCs (typically ∼70–80 per cent), 
nd the remaining fraction would be used in model validation and 
esting. Ho we ver, to a v oid leakage of the information on host galaxy
roperties from the GCs in the training set to the GCs in the test
et, we adopt a different approach. Instead, we split the host galaxies
andomly into a training set containing all the GCs hosted by a
ubset comprised of 80 per cent of the galaxies (50 612 GCs from
36 galaxies), and a test set containing all the GCs in the remaining
0 per cent (18 524 GCs from 185 galaxies). This ensures that the
odel is not exposed to any of the test data during training, and

ncreases its capacity to generalize to other data sets, including GCs
n the real Universe. 

After selecting the training and test sets, we perform a grid search
o optimize the main hyperparameters of the network: the number of
ayers, and the number of nodes (neurons) per layer. To maximize the
se of the simulation data, we choose to use the same data for both
alidation and testing. We hav e v erified that using separate validation
nd test data has no effect on the ability of the model to generalize to
ew data. 3 We evaluate the validation accuracy of predictions using 
he test set for a model with parameters in the two-dimensional grid
efined by the values N layers ∈ [2, 3, 4, 5, 6, 7, 8, 9, 10], and N nodes ∈
10, 20, 50, 100, 200]. In each iteration, the training is stopped after
0 epochs, or when the accuracy does not increase over 5 epochs.
he architecture with [ N layers , N nodes ] = [4, 20] results in the highest
alidation accuracy ≈80 per cent, and we select it for the fiducial
odel. Using these parameters we retrain the final model for 100 

pochs, stopping early when the accuracy does not increase over 
he last 20 epochs. This model is saved and used to e v aluate the
redictions and performance in Section 5 . We refer to it throughout
he paper as the ‘fiducial’ model. 

 RESULTS  

n this section we e v aluate and tune the performance of the fiducial
odel on the simulated test data. We then analyse the detailed 

redictions and the relative importance of each observable, and 
 v aluate the model confidence. We also perform the first real-world
est of the algorithm by predicting the origin of the MW GCs. Lastly,
e test the impact of observational uncertainties and e v aluate the
erformance impro v ement when GC ages are included. 

.1 Model performance 

e now evaluate the performance of the classifier on the test sample
ontaining 185 galaxies (i.e. 20 per cent of the sample) drawn at
andom from the simulation, and the 18 524 GCs they host. Fig.
 shows the distribution of predicted probabilities P in-situ for the 
imulated test sample (top panel) along with the number of correct 
redictions. To calculate the accuracy (i.e. the fraction of correct 
redictions), we must map the predicted probabilities output by 
he classifier to binary class labels assuming a simple probability 
hreshold P thresh = 0.5, such that a GC is labelled ‘ in-situ ’ when
 in-situ > P thresh , and ‘accreted’ otherwise. The o v erall accurac y of the
odel (measured across the entire test GC sample) is 80 per cent. We
 We tested this by running an experiment where the model performance was 
ested using data that had not been used in the hyperparameter tuning. The 
ccuracy was unaffected. 

 

u
l  

p  

a

nd that the classifier produces two distinct peaks in the distribution
f probabilities, with each peak near the maximum probability for 
ach class (i.e. P in-situ ∼ 0 or P in-situ ∼ 1). This shows that the NN
eaches a high confidence when predicting the origin of the majority
f the GCs in the test sample. The fraction of correct predictions
n each bin is shown in the bottom panel of Fig. 6 . The accuracy
ncreases monotonically towards the most confident predictions (at 
 in-situ ∼ 0, and P in-situ ∼ 1). This is evidence that the classifier
uccessfully predicts the correct labels with high confidence (i.e. 
igh probabilities). A minority of the predictions lie in the ambiguous
egion with P in-situ ∼ 0.3–0.7. 

To exploit the probabilistic nature of the model to impro v e the
ccuracy of the classifications, we introduce a new label, and define
ambiguous’ predictions as those with P in-situ > P thresh and P accreted 

1 − P in-situ > P thresh , where P thresh is the decision threshold. Fig. 7
hows the effect of increasing the decision threshold on the fraction
f unambiguous predictions, and on their accuracy. As expected, 
he accuracy increases with P thresh , while the completeness (i.e. the
nambiguous fraction of predictions) decreases: 3/4 of the sample 
eaches an accuracy of 85 per cent, while only half of the sample
eaches 90 per cent accuracy. To optimize both the accuracy and
he sample completeness, we define the unambiguous predictions 
sing a fiducial value of P thresh = 0.79. This results in an accuracy of
89 per cent (for a 60 per cent completeness). The ambiguous region

s shown using grey shading in Fig. 6 . 
The results of the classification of the test set are shown in Fig. 8

sing the standard confusion matrix. The columns represent the true 
abels, and the rows show the number of GCs in each column that are
redicted to be in-situ , accreted, or ambiguous. After removing the
mbiguous predictions, the model erroneously classifies 6 per cent 
MNRAS 526, 5735–5755 (2023) 
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Figure 7. Effect of increasing the decision threshold of the NN classifier on 
the fraction of unambiguous predictions in the test sample and their accuracy. 
The colour bar shows the decision threshold P thresh for each class as well as for 
the combined sample. A GC is labelled ‘ in-situ ’ when P in-situ > P thresh , and 
‘accreted’ when P accreted ≡ 1 − P in-situ > P thresh . The star symbol indicates 
the fiducial decision threshold adopted in this work. It corresponds to an 
accuracy of ∼89 per cent on 60 per cent of the GC sample. 

Figure 8. Confusion matrix showing the distribution of the predicted versus 
true labels of GCs in the test set. The ‘ambiguous’ label corresponds to 
predictions with low confidence, P < P thresh = 0.79. For each category the 
matrix shows the number of GCs, and the fraction relative to the total sample 
in parentheses. The background shading is darker for larger fractions. The 
model is excellent at classifying accreted GCs (with only 6 per cent falsely 
identified as in-situ ), but misclassifies in-situ GCs in 18 per cent of the cases. 
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Figure 9. Fraction of test GCs in the predicted classes as a function of host 
galaxy stellar mass. The ‘ambiguous’ class corresponds to predictions below 

the confidence threshold, P < P thresh = 0.79. The grey line and grey shaded 
area show the predicted in-situ fraction and the uncertainty range (due to the 
ambiguous predictions). The dashed line indicates the true in-situ fraction. 
Even though ∼25–45 per cent of the sample is classified as ambiguous at a 
given mass, the model correctly predicts the majority class as a function of 
stellar mass. 
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394/5834) of the accreted GCs, and a much larger fraction of in-situ
Cs (891/4070 = 18 per cent). 
The fraction of predicted labels for each class is shown in Fig.

 . The ambiguous class represents a nearly constant fraction ∼25–
5 per cent of the predicted labels across the entire range of host
alaxy stellar masses. The figure also shows that the model correctly
redicts the dominant GC origin as a function of host galaxy stellar
ass. Indeed, we find that the predictive accuracy remains nearly

onstant as a function of galaxy mass. Ho we ver, the fraction of
he dominant class is slightly o v erpredicted in dwarfs and massive
llipticals (but still lies within the uncertainty defined by the grey
and). 
To e v aluate the impact of global galaxy properties on the model

erformance, Fig. 10 shows the accuracy obtained across each
alaxy as a function of galaxy stellar mass, metallicity, and GC
ccreted fraction. To properly account for the large class imbalance
n some galaxies (i.e. where accreted or in-situ GCs dominate),
NRAS 526, 5735–5755 (2023) 
e also show the balanced accuracy (defined as the average of
he accuracies calculated separately for each class). The accuracy
eaches > 80 per cent for the majority of galaxies, while it drops
elow 60 per cent in only a few galaxies. The low values of balanced
ccuracy in the most massive galaxies and several dwarfs are due to
oor performance in identifying GCs in the minority class (which
orresponds to in-situ for massive galaxies, and accreted in some
warfs). This is more common among the most massive galaxies due
o the small number of these objects in the training set. In addition,
ccreted GCs in massive galaxies have properties that are very similar
o in-situ GCs due to the high masses of their satellite progenitors
see Section 5.3 ). There is a weak trend of decreasing accuracy in
etal-poor galaxies, which reflects the weak correlation between

ccreted fraction and metallicity (see Fig. 3 ). 

.2 Detailed predictions for simulated GC systems 

o e v aluate the performance of the classifier across individual GCs,
e now look at a few specific examples of galaxies in the test

et. Fig. 11 shows the projected distributions of GCs labeled by
heir predicted and true origin in four example galaxies selected
andomly in each stellar mass bin, including a massive elliptical, a

W -mass galaxy , a massive dwarf, and a low-mass dwarf. In the
assive elliptical galaxy, the model has difficulty identifying any of

he in-situ GCs (as indicated by the low balanced accuracy), despite
he galaxy containing 11 per cent of GCs in this class. Similarly, in
he MW-mass galaxy that is currently undergoing a massive merger,
he model achieves high accuracy overall but again has difficulty
dentifying the small fraction of in-situ GCs. Across the dwarf
alaxies the model shows excellent performance on both classes
i.e. a high o v erall and balanced accuracy), despite the relatively low
ccreted fractions. The better performance in low-mass galaxies is
onsistent with their relative dominance across the training set. In
eneral, the model seems to produce lower confidence predictions at
ntermediate galactocentric distances, where the in-situ and accreted
Cs are co-spatial. 
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Figure 10. Predictive accuracy of the classifier on the simulated GC test set as a function of host galaxy properties. Left: Accuracy across each galaxy versus 
galaxy mass and accreted GC fraction (top) and galaxy [Fe/H] (bottom). Right: Same coloured by balanced accurac y. The accurac y tends to be lower in low-mass 
galaxies with high accreted fractions (the outliers in that mass range). The balanced accuracy in massive ellipticals is low because of the low performance of the 
model when predicting the origin of in-situ GCs (the minority class) as a result of the small number of training galaxies. The accuracy depends only weakly on 
galaxy metallicity. 
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4 Since remo ving co variant features may lead to a slight loss of predictive 
power, we use this model variant only for the purpose of e v aluating feature 
importance. 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/526/4/5735/7317711 by Liverpool John M
oores U

niversity (inactive) user on 10 N
ovem

ber 2023
To understand the role of the GC phase-space distribution in the 
odel predictions we show the same galaxies in projected position- 

elocity space in Fig. 12 . The importance of the ‘projected angular
omentum’ R p | V p | is evident in the massive elliptical, with the

ecision boundary of the algorithm describing a near circle in 
osition-velocity space, equi v alent to a nearly constant projected 
ngular momentum. This separation is also clear in lower mass 
alaxies, but in those cases the model predicts a more complicated 
oundary based on additional GC properties including their chemical 
bundances (see Fig. 13 ). We investigate which GC properties are 
ost important for predicting GC origin in the next section. 

.3 Importance of each GC and galaxy obser v able 

o assess how important each GC and galaxy observable is for
he predictions of the model, we calculate the ‘permutation feature 
mportances’ (Breiman 2001 ). For a given feature, its importance 
s defined as the mean decrease in accuracy when the feature 
nformation in the test set is remo v ed from the model input. For this,
he feature vector of the desired feature is randomly shuffled while 
eaving the other features unchanged. The accuracy is then computed 
sing the predictions o v er sev eral random realizations of the shuffled
ata N iter . The importance is then the difference in accuracy between
he shuffled data and the fiducial model averaged over all realizations. 
he left panel of Fig. 13 shows the result using N iter = 30. 
Surprisingly, the most important features are host galaxy prop- 

rties: the 2D ef fecti v e radius, v elocity dispersion (which is v ery
imilar for GCs and stars), and alpha-element abundance. These are 
ollowed by the GC projected galactocentric radius, the projected 
ngular momentum, galaxy metallicity, and GC alpha-abundance 
f fset relati ve to the galaxy. The importance of the galaxy properties
ight seem counterintuitive at first glance. Ho we ver, it can be

xplained in two ways. First, most of the galaxy properties we use
ere correlate strongly with stellar mass, such that the classifier can 
btain galaxy mass or size information indirectly from any of them.
s we show in Fig. 2 , galaxy mass is the strongest predictor of GC

ccreted fraction, so it is natural for the algorithm to use it to estimate
o first order the likelihood of a GC having formed in-situ . Secondly,
ighly covariant features can skew the results of the permutation 
echnique, artificially reducing the importance of all features in a 
ovariant cluster (Wei, Lu & Song 2015 ). This occurs because the
odel can al w ays obtain the information on a permuted feature from

ne of its covariates. 
To remo v e this possible bias, we perform a clustering analysis

f all the features and split them into covariant groups based on a
orrelation threshold, and select only one feature from each group 
see Appendix A for details). We train a new model with the fiducial
rchitecture but using only the selected subset of features, 4 and 
btain the new permutation importances (right panel of Fig. 13 ). The
hree remaining galaxy properties still have the highest importance, 
ollowed by the GC metallicity and alpha-abundance relative to 
he galaxy, and the projected angular momentum and projected 
alactocentric radius in units of R e . 

For galaxies in surveys with limited data (i.e. no alpha abun-
ances), Fig. 13 also provides an estimate of the performance if
he model when a specific observable is not included. Ho we ver,
he optimal solution in this case would be to retrain a new model
ith the reduced feature set (see Section 5.5 for a discussion of the
erformance of such a reduced model). 
In Appendix B we show that the observables with the highest

mportances ha ve distrib utions across the GC sample that lead to the
ost distinct separation of in-situ and accreted objects. To understand 
hy the classifier performs poorly in massive elliptical galaxies, Fig. 
4 shows the distribution of GC observables for galaxies with M ∗ >
MNRAS 526, 5735–5755 (2023) 
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Figure 11. Projected distributions of GCs in the test sample and their predicted origin compared to their true origin. Each row shows the GCs hosted by selected 
galaxies (dots) in the random test set in each of four representative stellar mass bins, ranging from massive ellipticals (top row) to low-mass dwarfs (bottom 

row). The left column shows the true origin, while the middle and right columns show the predicted labels and probabilities of in-situ origin P in-situ , respectively. 
GCs with ambiguous classifications are shown in white in the middle column. The stellar mass, GC in-situ fraction, accuracy, balanced accuracy, and fraction of 
ambiguous predictions are indicated in each row. The stellar surface density is shown in grey-scale. The model produces high accuracy predictions for low-mass 
galaxies but has difficulty identifying in-situ GCs in massive galaxies with high accreted GC fractions due to their rarity in the training set. 
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0 11 M �. The buildup of elliptical galaxies is dominated by massive
atellites that contribute GCs with similar chemical abundances to
he main progenitor GCs, and violent relaxation further mixes the
wo populations in phase space. The GC observables of in-situ and
ccreted populations entirely o v erlap, and this partly explains why
he model cannot discriminate between the two classes from these
ata. 

.4 Estimating uncertainty in the model predictions 

deally we would like to predict not only the GC origin of each GC
n an external galaxy, but also to have an idea of the uncertainty in
he prediction. To estimate this predictive uncertainty we formulate
 new problem: can we predict the accuracy of the model across a
NRAS 526, 5735–5755 (2023) 
alaxy using only the observed properties of the galaxy? This would
rovide an estimate of how much the predictions for a given observed
alaxy can be trusted. We explored a variety of regression algorithms
ncluding a Multilayer Perceptron with a linear acti v ation function for
he output layer (Rumelhart, Hinton & Williams 1986 ), a Random
orest (Breiman 2001 ), and a Ridge Regressor (Hoerl & Kennard
970 ). Each model was trained on all the galaxy features listed in
able 2 , in addition to the features describing the distribution of GC
alactocentric radii and LOS velocities in each galaxy (their mean,
nter-quartile range, skewness, and kurtosis). 

Perhaps unsurprisingly, we find that none of these algorithms can
redict the accuracy of the fiducial classifier. To predict the galaxy-
ide accuracy, the models would need to know the true GC origin

abels, and this is precisely the information we lack for real galaxies.
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Figure 12. Projected position-velocity distributions of GCs in the test sample and their predicted origin compared to their true origin. The rows show the LOS 
v elocity v ersus projected galactocentric radius for the randomly selected simulated galaxies in Fig. 11 . The left column shows the true origin, while the middle 
and right columns show the predicted labels and probabilities of in-situ origin P in-situ , respectively. GCs with ambiguous classifications are shown in grey in 
the middle column. The stellar mass, GC in-situ fraction, accuracy, balanced accuracy, and fraction of ambiguous predictions are indicated in each row. The 
decision boundary is clear in the right panels for massive galaxies, and highlights the predictive power of the ‘projected angular momentum’ R p | V p | . 
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eep learning offers a possible solution: the output of MLP classifiers
s a set of class membership probabilities. We may therefore exploit 
he correlation that was found between the label probabilities P in-situ 

nd the full sample accuracy in Fig. 6 to predict the model uncertainty.
e define the ‘confidence’ of the model predictions for a galaxy by

ow close on average the predicted probabilities get to complete 
ertainty, 

ean confidence = 

1 

N GC 

N GC ∑ 

i= 1 

max 
(
P 

i 
in −situ , P 

i 
accreted 

)
. (3) 

e examine the relation between the galaxy-wide accuracy and 
ean prediction confidence using the simulation test set in Fig. 15 .
o calculate the mean confidence we use all the GC predictions, 

ncluding those with P < P thresh . Despite the large scatter, there
s a highly significant correlation ( p = 3 × 10 −9 ) between mean
rediction confidence and accuracy. The median accuracy increases 
rom ∼0.8 to ∼1.0 as the mean confidence increases from ∼0.70 to
0.95. This shows that the NN successfully learned which regions of

he high-dimensional feature space contain both in-situ and accreted 
Cs, and therefore lead to ambiguous predictions. We can then use

he distribution of galaxy-wide accuracy in Fig. 15 to estimate the
robability that the classifier will reach a given desired accuracy in
 real galaxy. For instance, we expect that the classifier will be more
han 90 per cent accurate in three out of four galaxies that reach a
ean confidence ∼0.85. The dashed line in Fig. 15 shows a linear fit

o the data with the parameters provided in the legend. 

.5 Testing the model on the MW GCs 

imulations are rough simplifications of the real Universe. As such, 
hey may or may not capture the physical processes linking GC
MNRAS 526, 5735–5755 (2023) 
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Figure 13. Permutation importance of each of the input features (i.e. observables) of the classifier. The value for each feature corresponds to the decrease in 
accuracy when the feature data in the test set is randomly shuffled before making predictions. Left: Using all features. Right: After removing highly covariant 
features and retraining the model with only independent ones (see Section 5.3 for details). The black lines show the standard deviation in the result o v er 30 
random iterations. The projected galaxy ef fecti ve radius, stellar mass, and alpha-element abundance are the most predictive host galaxy properties. The most 
predicti ve GC observ ables are GC metallicity and alpha-abundance relative to the host galaxy, and projected angular momentum R p | V p | and relative projected 
radius R p / R e . 

Figure 14. Joint and marginal distributions of GC origin across the observ- 
ables with the most predictive power for GCs hosted by massive ellipticals. 
The panels show the distribution of in-situ and accreted GCs across simulated 
galaxies with M ∗ > 10 11 M �. The o v erlap of the two classes across all the 
observables partly explains the underperformance of the classififer in the most 
massive galaxies. 
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Figure 15. Accuracy of the NN classifier as a function of the mean confidence 
in the predictions across each galaxy in the test set. The black line shows 
the binned median, and the dark and light shading contain the top 75 and 
95 per cent of the accuracy distribution in each bin. The dashed line shows a 
linear fit, with parameters given in the legend. Here we define confidence as 
the maximum of the predicted class probabilities for each GC, max ( P in-situ , 
P accreted ). There is a highly significant correlation between mean prediction 
confidence and accuracy. About 75 per cent of simulated galaxies with a mean 
prediction confidence ∼0.85 reach at least 90 per cent accuracy. 
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ormation to their observable properties. With any supervised deep
earning model trained on simulation data the question therefore
rises: does the complex relationship between the features and target
ariables learned by the model resemble the actual relation in the
eal Universe? In other words, does the performance of the model
sing real data match the performance on the simulated test data? To
nswer this question we now perform a first, real-world test of the
N classifier using data for the MW GCs. 
For this test we use the detailed data on the MW GC system that

as been compiled o v er sev eral decades, together with the progenitor
ssociations determined recently using Gaia orbital information,
hemical abundances, and ages (Massari, Koppelman & Helmi 2019 ;
ruijssen et al. 2019b , 2020 ). These associations may still contain

ubstantial uncertainties, but we are only interested here in the
NRAS 526, 5735–5755 (2023) 
inary in-situ /accreted labels, and these should generally be more
obust. It is difficult to model the uncertainties in these labels, but
iven that they were obtained using much more information (i.e. 6D
inematics and detailed abundances), we assume them to be a good
pproximation to the ‘ground truth’ for the purpose of testing the
xtragalactic GC classifier. 

To obtain the input observables for the classifier we use the
ompilation of GC metallicity data from Harris ( 1996 , 2010 edition),
nd the 3D positions and velocities compiled by Baumgardt et al.
 2019 ) from a combination of HST and Gaia data. To extend the
pplicability of the model to surv e ys that do not include the most
ifficult to obtain GC observables, we build a new ‘minimal’ ANN
lassifier using a reduced feature set (by removing the alpha-element
bundances and velocity dispersions), and train it using the fiducial
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Table 3. GC and host galaxy observables used as features in the ‘minimal’ classifier. 

Feature Object Definition 

log M 

gal 
∗ Galaxy Stellar mass 

log R 

gal 
e Galaxy Projected ef fecti ve radius 

[Fe / H] gal Galaxy Mean metallicity 
[Fe / H] GC Metallicity 
� [Fe / H] GC/galaxy Metallicity relative to the galaxy, [Fe / H] − [Fe / H] gal 

log R p /R 

gal 
e GC/galaxy Projected distance from galaxy centre in units of the galaxy ef fecti ve radius 

log R p | V p | GC ‘Projected angular momentum’: product of projected galactocentric distance and LOS velocity 

Projected positions and LOS velocities are calculated with respect to the position and velocity of the centre of the galaxy, assuming 
a single random orientation for each galaxy. 

Figure 16. Performance of an ensemble of minimal classifiers on the simulated test set and on the MW GCs. Left: Correlation between the accuracy of each 
model (points) on the MW GCs and on the 24 simulated L ∗ galaxies in the test set (and its Spearman coefficient and p -value), with the colour indicating the 
accuracy on the full test set, and the contours showing a kernel density estimate of the underlying distribution. Right: Accuracy of a voting ensemble as a function 
of the minimum L ∗ galaxy test set accuracy used in the selection. The ensemble uses 5000 models trained on identical simulation data (and model architectures 
sampled from a grid of [ N nodes , N layers ]). To obtain the MW accuracy the models are tested on randomly inclined MW GC system observables. We exploit the 
strong correlation between test set accuracy and MW accuracy to select a model with the highest performance on both simulated and observed galaxies. 
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5 This is a well known trade-off of the computational efficiency necessary 
for estimating the gradient of the loss function in a high-dimensional feature 
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imulation training set. As we show below, this retraining procedure 
chieves a better perfomance than simply neglecting these features in 
he fiducial model (where the loss of accuracy would be > 5 per cent;
ee Fig. 13 ). Table 3 summarizes the features of the minimal classifier.

For the global properties of the Galaxy we assume M 

gal 
∗ = 5 ×

0 10 M �, R 

gal 
e = 3 . 8 kpc (Cautun et al. 2020 ), and [Fe / H] gal = 0 . 0

Bland-Hawthorn & Gerhard 2016 ). We apply the same metallicity 
election used for the simulation to the MW GCs (see Table 1 ),
ithout imposing a GC mass cut (since this was only used to remo v e

rtefacts in the simulation). This results in a sample of 129 GCs
ith −2 . 5 < [Fe / H] < −0 . 5. For the true origin labels we use the

lassification by Massari, Koppelman & Helmi [ 2019 ; as revised by
ruijssen et al. ( 2020 ) for Pal 1 and NGC 6441] based on the GC

ges, metallicities, and orbits. To obtain the projected positions and 
OS velocities we artificially incline the plane of the Galaxy by an
ngle i deg (around the x-axis) towards the observer. 

As in the case of the fiducial model, we optimize the architecture
sing a grid search for the combination [ N layers , N nodes ] that yields
he highest accuracy on the simulation test set. For a decision 
hreshold P thresh = 0.5, the resulting network achieves an accuracy 
f ∼78 per cent on the test data (using N layers = 2 and N nodes =
0). This corresponds to a decrease of ∼2 per cent compared to
he fiducial model. During testing of the minimal model we found 
hat the accuracy of the MW predictions varies significantly across 
dentically trained models (with a dispersion of ≈3 per cent) as a
 s
esult of the inherent stochasticity in the ANN training process. 5 This
tochasticity is averaged out when considering the large simulated 
C test sample, but becomes more important when e v aluating

he predictions for the small set of GCs in the MW system (see
ppendix C ). 
To reduce the variance in the MW predictions we create an

nsemble of 5000 models trained on identical simulation data, and 
ary the network complexity by sampling uniformly from the grid of
 N nodes , N layers ] described in Section 4.2 . We then tested each model
n three different samples: the full simulation test set, the subset of
4 L 

∗ galaxies (i.e. 10 10 ≤ M ∗/M � ≤ 10 11 ) in the simulation test set,
nd the projected MW GC system (at random inclinations sampled 
niformly from the range 0 ≤ cos i ≤ 1). The results are shown in
ig. 16 as a function of the performance on the L 

∗ galaxy test set.
e find an interesting statistically-significant correlation between 

he performance on the L 

∗ simulations and on the real MW, and a
eaker correlation with the fulll test set. This indicates that models
ith abo v e-av erage performance on the simulations will in general

lso produce more accurate predictions on real galaxies. In other 
ords, the best models tend to have the best generalization capacity, 
MNRAS 526, 5735–5755 (2023) 

pace. 
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Figure 17. Predictions for the origin of the MW GCs as a function of line-of-sight velocity and projected galactocentric distance. Each ro w sho ws the 
results assuming that the MW is observed at a different inclination, as indicated in the legend. Left: True origin is indicated using different symbols for each 
progenitor galaxy, and colours indicating in-situ and accreted GCs. Middle: Predicted in-situ and accreted labels are indicated with using colour, with ambiguous 
classifications shown in grey (and symbols corresponding to each progenitor). Right: Predicted probability of in-situ origin P in-situ . The accuracy for the entire 
GC system and for each of the two major progenitors is indicated in the middle panels. The performance of the minimal ANN classifier is robust to the assumed 
inclination of the Galaxy, and the model successfully identifies GCs in each of the five known progenitors, including at least 80 per cent of the GCs associated 
with Kraken (squares), the progenitor debris located closest to the centre of the MW, and all of the Gaia-Enceladus GCs. 
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nd this would only be true if the simulation captures the physical
rocesses responsible for the formation and evolution of the Galaxy.
The perfomance of the model ensemble on each sample as a

unction of the accuracy threshold is shown in the right panel of Fig.
6 . In addition to the MW, we show the accuracy on the two main
rogenitors, Kraken and Gaia-Enceladus . The predictive accuracy
f the ensemble increases with the threshold for the L 

∗ test sample,
he MW, and its two main progenitors (and increases slightly for the
ull test set). 

To visualize the predictions, the first column of Fig. 17 shows
he position-velocity diagram of the projected MW GCs coloured by
heir true origin, where each row corresponds to a different viewing
ngle. The other two columns show the origin labels (middle) and
robabilities (right) predicted by the minimal classifier. To obtain
he predictions we selected the model with the highest performance
n the L 

∗ test set, and further optimized its performance by tuning
 thresh to achieve a high accuracy and low ambiguous fraction (see
NRAS 526, 5735–5755 (2023) 
ppendix C for details). Using only a single model from the ensemble
ay increase stochasticity (i.e. noise) in the results, but we checked

xplicitly that this is not the case when comparing to a voting
nsemble of the 100 best models. Fig. 16 shows that selecting
he model with the best performance on the L 

∗ simulation test set
uarantees a high accuracy on the MW system (blue line), without
acrificing the performance (i.e. due to o v erfitting) across the broad
alaxy population (gray line). 

The best-performing model predicts the origin of up to ∼9/10
f the MW GCs unambiguously with an accuracy of 85–87 per cent
 v erall, and ≥80 and 100 per cent for the Kraken and Gaia-Enceladus
Cs, respectively (adopting P thresh = 0.52). Increasing the decision

hreshold to P thresh = 0.6 impro v es the MW accuracy to 90 per cent
nd the ambiguous fraction to 0.4 (see Appendix C ). For the baseline
alue P thresh = 0.5 the performance is comparable to the accuracy
btained on the full test set drawn from the simulations (grey line
n the right panel of Fig. 16 ), and on the 24 simulated galaxies with
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Figure 18. Impact of observational uncertainties on the accuracy of the 
GC origin predictions. Each line shows the accuracy as a function of the 
relative error in each of the GC and host galaxy observables: metallicity, 
alpha abundance, GC projected position and line-of-sight velocity, galaxy 
stellar mass, and ef fecti ve radius. The bottom (thick) line shows the effect of 
uncertainties in all the observables combined. For V p the x -axis represents 
fractional uncertainty with respect to the velocity dispersion of the host galaxy, 
while for all other quantities it represents order of magnitude uncertainties (i.e. 
in dex). The values are obtained by adding normally-distributed Monte Carlo 
errors to the test set drawn from the simulations. The accuracy is robust to 
relative uncertainties as large as ∼0.2 in the all observables except the galaxy 
alpha abundance (see Section 5.6 for the interpretation for each observable). 
The performance of the classifier is most sensitive to the precision of the 
alpha abundances and metallicities. 
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asses 10 10 < M ∗ < 10 11 M � (x-axis of right panel of Fig. 16 ). The
xcellent performance on the MW GCs implies that the simulation 
raining data accurately follows the physical processes that shape 
he observed properties of in-situ and accreted GC populations and 
heir host galaxies in the real Universe, and that the ANN ef fecti vely
earned this relation. 

The first column of Fig. 17 also indicates the known galactic 
rogenitors associated to each GC (from Kruijssen et al. 2020 ) using
ifferent symbols. Out of the five known progenitors that contributed 
ccreted GCs, only the Kraken debris is located in the inner Galaxy,
t galactocentric distances r � 10 kpc . This could potentially make 
he classification more challenging for the model, since it relies partly 
n the projected galactocentric distance (see Section 5.3 ). Despite 
his, we find that the model correctly identifies as accreted 8–10 out
f the 13 known Kraken GCs (shown as squares), in addition to all
he Gaia-Enceladus GCs, and at least a few GCs in each of the other
hree progenitors. 

The success of the deep learning classifier in identifying debris 
rom all the known MW progenitors has important implications 
or the observational reconstruction of the assembly histories of 
ther galaxies, where only limited GC phase-space information is 
vailable. The accurate identification of accreted GCs by the model 
n this test shows that there is enough archaelogical information 
n extragalactic GC observables to partially reconstruct the merger 
rees of galaxies in large surv e ys. We will inv estigate this intriguing
ossibility in future work. 

.6 Impact of uncertainties in obser v ational data 

he simulated observables used in training and evaluating the model 
o far assume measurements with perfect precision. Some GC and 
alaxy observables can include large uncertainties that arise either 
rom the quality of the data, or from the methods used to infer the
hysical property from either the photometry or the spectra. Here we 
erform an analysis of the effect of uncertainties on the predictions to
nderstand the sensitivity of the model, and to provide benchmarks 
or the expected behaviour of the model for given values of the
ncertainties. 
For this, we perform a Monte Carlo experiment. We first inject ran-

om noise following a normal distribution of width given by the un-
ertainty in each of the GC observables in the test set, [Fe / H], [ α/ Fe],
og R p , and V p . For the metallicities, alpha-abundances, and pro-
ected positions we simply add a log-normal noise term, log X 

obs = 

og X 

true + N (0 , �X), where X ∈ { [Fe / H] , [ α/ Fe] , log R p } and � X
s the uncertainty. The velocity errors are calculated relative to 
he velocity dispersion of the galaxy, V 

obs 
p = V 

true 
p + σgal N (0 , �V p ).

or completeness we also inject Gaussian noise in the host galaxy 
bservables, log M 

gal 
∗ , log R 

gal 
e , [Fe / H] gal and [ α/ Fe] gal . We then

se the fiducial NN classifier (trained on the unperturbed data) to 
btain predictions for uncertainties in the range 0.0–0.5, equi v alent 
o relative errors of up to a factor of 3 in [Fe / H], [ α/ Fe], R p , M 

gal 
∗ , and

 

gal 
e , and absolute errors of up to 50 per cent of the galaxy velocity
ispersion in V p . 
The resulting accuracy as a function of the relative observational 

ncertainty in each feature is shown in Fig. 18 for each of the
C and galaxy observables used in the fiducial feature set (see 
able 2 ). The precision of the host galaxy alpha-element abundance 
ominates the prediction errors (as expected from its high importance 
n Fig. 13 ), followed by the galaxy metallicity and the GC alpha
bundances. An uncertainty of 0.1 dex in [ α/ Fe] gal reduces the
ccuracy by ∼5 per cent. The model is rather robust to large
ndividual uncertainties in the all other GC and galaxy observables, 
ith a decrease in accuracy of less than ∼1.5 per cent for individual

elative errors as large as 0.2. The observational uncertainties in 
istances and LOS velocities of extragalactic GCs are typically 
maller. Distances of galaxies within ∼40 Mpc can be determined to
10 per cent precision (e.g. Tonry et al. 2001 ; Blakeslee et al. 2009 ),

nd velocities to a precision � 15 km s −1 (e.g. Forbes et al. 2017 ),
r about ∼12 per cent of the MW velocity dispersion. Uncertainties
n metallicity determinations are larger, ∼0.15 dex (e.g. Caldwell & 

omanowsky 2016 ), but still in the range where they would have a
inimal effect on the accuracy of the model predictions. The results

f this test indicate that the uncertainties in the host galaxy and
C alpha abundance (as well as the galaxy metallicity) will be the
ominant observational sources of error in the model’s predictions. 

.7 Including GC ages to impro v e performance 

ue to limitations in the modelling of integrated spectra, GC 

ges are notoriously difficult to constrain beyond the Local Group 
Worthey 1994 ). Ho we ver, recent studies suggest that the precision of
xtragalactic GC ages can be improved significantly, reaching � 0 . 1
e x relativ e uncertainties (Usher et al. 2019 ; Cabrera-Ziri & Conroy
022 ). High precision GC ages in the local Universe could therefore
e within reach for wide spectroscopic surv e ys o v er the ne xt decade.
n this section we test the effect of including the ages of the simulated
Cs in training the NN classifier. For this we add the precise GC

ge as an additional feature, and then e v aluate the performance of
he model on the test data from the simulation. We then run a Monte
arlo experiment to add random log-normal noise to the ages in the

est data, and calculate the accuracy as a function of the uncertainty
MNRAS 526, 5735–5755 (2023) 
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Figure 19. Accuracy of a NN classifier that includes GC ages in addition 
to all the features of the fiducial model. Each line shows the accuracy as 
a function of the relative error in the GC observables: metallicity, alpha 
abundances, projected position, and line-of-sight velocity. As in Fig. 18 , the 
uncertainties in GC velocities are expressed as a fraction of the galaxy velocity 
dispersion, and for all other observables (including ages) in logarithmic 
units. The bottom line shows the combined effect of uncertainties in all the 
observ ables. The v alues are obtained by adding normally distributed Monte 
Carlo errors to the test set drawn from the simulations. Including GC ages 
significantly impro v es the accurac y of the predictions (to about 93 per cent), 
but the classifier becomes very sensitive to the precision of the ages for 
uncertainties > 0.1 dex. 
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n the ages as well as in each of the other observables. As in the
ducial model, to remo v e ambiguous results we assume a decision

hreshold that predicts GC origin for ∼60 per cent of the test sample,
 thresh = 0.83. 
The impact of including GC ages on the predictions is shown in

ig. 19 . Including ages increases the accuracy of the model with
o uncertainties from ∼89 to ∼93 per cent. Relative uncertainties
f up to ∼0.2 in the all other GC observables have almost no
ffect on the accuracy in this model. However, the performance
f the classifier begins to drop significantly when the precision
f the ages is reduced below ∼0.1 dex. This demonstrates the
mportance of the GC ages compared to all the other observables
n shaping the model predictions. For reference, recent advances in
tellar population modelling now make it possible to achieve this
evel of precision in the age determination of extragalactic clusters
see Cabrera-Ziri & Conroy 2022 ). For ages with a precision of
 0 . 1 dex (or about 25 per cent), the classifier reaches an accuracy

f > 92 per cent, suggesting that the current limiting precision of GC
ge measurements is already high enough to significantly impro v e
he performance of the NN model. 

 DISCUSSION  

he GC observables we select in this work have been found to be good
ndicators of GC origin in previous studies. Hughes et al. ( 2019b )
ound that the alpha-element abundance of recently accreted GCs is
ystematically lower at fixed [Fe/H] relative to in-situ GCs. Kruijssen
t al. ( 2019a , b ) showed that at a fixed age, the metallicity of GCs
races the metallicity of their galactic progenitor, and therefore GC
ge–metallicity relations can be used to reconstruct the assembly
istory of the Galaxy. Pfeffer et al. ( 2020 ) and Kruijssen et al.
 2020 ) showed that adding 3D orbital information to the ages and
NRAS 526, 5735–5755 (2023) 
etallicities allows the reco v ery of the masses and accretion redshifts
f each progenitor. 
We hav e e xtensiv ely e xplored the space of GC and galaxy

roperties to use as features for reconstructing GC origin. In addition
o our manual exploration, our choice of classifier model architecture
a densely layered NN) is meant to take advantage of the ability of
hese networks to capture highly non-linear relationships between
he features and the output. It is therefore unlikely that we excluded
 feature in the simulations that would dramatically impro v e the
erformance of the classifier. More sophisticated simulations that
rack the individual abundances of many isotopes (e.g. Reina-
ampos et al. 2022 ) may capture additional information that could

mpro v e the predictions. 
Another more subtle issue that arises in this type of machine

earning problem is the completeness of the training set. Due to the
teepness of the galaxy stellar mass function, our volume-limited
imulated galaxy sample is dominated by low-mass galaxies and
ontains only a handful of massive elliptical galaxies. While this
rovides an unbiased representation of the galaxy population, it is not
deal for supervised learning. As shown in Section 5.1 , the classifier
as difficulties capturing the relation between GC observables and
heir origin in the most massive galaxies partly due to the small size
f the galaxy training sample, which only includes four galaxies with
 ∗ > 10 11 M � compared to 86 MW-mass (10 10 < M ∗/M � < 10 11 )

alaxies and 273 dwarfs in the mass range of the Magellanic Clouds
4 × 10 8 < M ∗/M � < 3 × 10 9 ). Similarly, our results indicate
hat the loss of information when the phase-space distribution of
he GC systems is observed in projection is one of the dominant
imiting factors in the performance of our model, compared to one
hat takes as input the full 6D information. We hav e e xplicitly tested
his hypothesis using the ‘data augmentation’ technique. This was
one by retraining the model using an extended training set that
ncludes three orthogonal projections of the simulation box, instead
f the single projection used for the fiducial model. This procedure
f fecti vely yields a three-times larger training set. There was no
ignificant impro v ement in the predictiv e accurac y, which suggests
hat the method is limited only by the lack of depth information,
nd not by the number of galaxies (or projections) in the training
et. A further limitation of the model presented here is that the
election of the training sample implies that the results may apply
nly to central galaxies. Achieving a similarly good performance
n satellites will likely require training specifically with satellite
alaxies because their evolution is more sensitive to environmental
rocesses. 
There is also the possibility that the simulation used for training

he algorithm does not capture certain aspects of the formation and
volution of galaxies and GCs, and this is the most difficult aspect
f the uncertainties to quantify. As described in Section 2.1 , E-
OSAICS reproduces many properties of observed galaxies and
Cs. Ho we ver , the EA GLE model produces L 

∗ galaxies with stellar
asses that are ∼0.1–0.2 dex below observations (Schaye et al.

015 ). Furthermore, the lack of a cold interstellar medium in EAGLE
esults in the artificial survi v al of too many young, metal-rich clusters
hat should have otherwise disrupted [for a detailed discussion, see
feffer et al. ( 2018 ) and Kruijssen et al. ( 2019a )]. While the first
roblem is difficult to correct for in the training of the NN, Fig. 18
uggests that the predictions are robust to large errors in the stellar
ass. We have also attempted to remo v e the underdisrupted GCs

rom the training and test samples using a metallicity selection (see
ection 2.2 ). A new generation of simulations with better modelling
f L 

∗ galaxies and impro v ed ISM physics will be needed to extend
he origin predictions to metal-rich GCs with [Fe / H] > −0 . 5 (see
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eina-Campos et al. 2022 ), and will likely impro v e the identification
f in-situ objects (see Section 5.1 ). 
Lastly, the spread in Oxygen abundance due to the presence 

f multiple populations within individual GCs could introduce 
ystematic biases in our classifier because the training data consists of 
imulations that do not model this phenomenology. Ho we ver, while 
he spread within a cluster (from the lowest to the highest [O/Fe]) can
e up to ∼1 dex, the scatter around the mean is typically only � 0 . 25
ex (Carretta et al. 2009 ). Fig. 18 shows that a 0.25 dex uncertainty in
 α/ Fe] would only decrease the predictive accuracy by ∼1 per cent.
elative to the field stars, GCs with multiple populations could have 
ean [O/Fe] values systematically lower by 0.1–0.25 dex. We have 

lso tested this scenario and find that the accuracy drops by less
han 1.5 per cent when assuming a bias of −0.25 dex in [ α/ Fe] for
ll GCs. This bias could be mitigated when applying the classifier
o observations by measuring a different alpha element and then 
orrecting to total [ α/ Fe] by assuming certain yields. 

The reconstruction of the MW assembly history using Gaia and 
ther spectroscopic surv e ys demonstrates that chemo-dynamical 
bservations are a powerful tool. Thanks to these studies, the 
rigin of the stellar halo of the MW has now been determined
s a function of galactocentric radius (Naidu et al. 2020 ). This
nd other detailed observations like the radial profile of galactic 
omponents of different origin could become excellent tools to 
onstrain cosmological hydrodynamical simulations. Simulations 
ave already reached enough sophistication to reproduce many 
lobal galaxy observables, but still suffer from highly degenerate 
nput physics, which limits their predictive power (for a review, see 
aab & Ostriker 2017 ). The deep learning approach we demonstrate 

n this paper could in principle be extended to constrain the spatial
istribution of in-situ and accreted stars and GCs in galaxy samples 
f up to millions of objects in the local Universe. Classifiers
rained using observables that are independent of specific highly 
ncertain physical processes (i.e. stellar feedback) could determine 
he spatial distribution of in-situ and accreted material across the 
alaxy population. By comparing these constraints to the output of 
tate-of-the-art cosmological simulations, their built-in hypotheses 
egarding the physics of star formation and feedback could be tested. 
imilar methods could be employed to constrain the physics of the 
M particle using galaxy surv e ys. 

 C O N C L U S I O N S  

n this work we use nearly a thousand simulated galaxies and their
C systems in the E-MOSAICS (34.4 Mpc) 3 periodic volume to 
nderstand how the present day GC observables (e.g. metallicity, 
lpha abundances, projected distance, and velocity) can be used to 
nfer the origin of specific GCs (i.e. in-situ vs. accreted). We first
nvestig ate how g alaxy properties including halo mass and metallicity 
nfluence the fraction of GCs that are accreted from satellites across
he galaxy mass spectrum, from dwarfs to giant ellipticals. In the 
econd part we use supervised deep learning algorithms to model 
nd understand the relation between GC observables in external 
alaxies and their in-situ or accreted origin. For this we exploit 
he success of the E-MOSAICS cluster formation and evolution 
hysics in reproducing the observed properties of GCs in the local 
niverse. We train a Multilayer Perceptron NN on the mapping 
etween 17 GC and host galaxy observable features (see Table 2 ),
nd their true origin labels (i.e. in-situ versus accreted). We test
he performance of the classifier on an independent random subset 
omprised of ∼20 per cent of the simulated galaxies, and use the
nown origin of the MW GCs to benchmark the model for application
n extragalactic GC systems. We investigate the importance of each 
bservable for determining the predictions of the classifier, and the 
ffect that uncertainties in the observations have on the accuracy 
f the predictions. Finally, we explore the benefits of including GC
ges. 

Our conclusions are summarised as follows: 

(i) The balance of in-situ formation and accretion of GCs is 
trongly shaped by galaxy mass, in a similar way as for the field
tars. The median accreted fraction of GCs increases with mass, 
uch that dwarf galaxies are typically dominated by in-situ GCs, and
assive ellipticals contain mostly accreted GCs (Fig. 2 ). Despite the

arge scatter in accreted GC fractions across the simulated galaxies, 
e find a weak trend with halo mass: at fixed stellar mass, galaxies in
ore massive haloes host larger fractions of accreted GCs (Fig. 2 ).
etal-poor galaxies also tend to have larger accreted GC fractions 

ue to a larger contribution of relatively metal-poor satellites to their
ssembly, and the late formation of their DM haloes (Fig. 3 ). 

(ii) There is a strong dependence of GC origin on GC metallicity.
etal-poor GCs are typically a mix of in-situ and accreted objects,
hereas the origin of metal-rich GCs depends on stellar mass: in

ow-mass galaxies (with M ∗ < 10 10 M �) they are almost entirely
ormed in situ , and in galaxies more massive than the MW they are
ostly accreted (Figs 4 and 5 ). 
(iii) A Multilayer Perceptron NN classifier trained on the observ- 

ble properties of more than 50 000 GCs hosted by 736 simulated
alaxies predicts the in-situ /accreted origin of GCs in a test sam-
le drawn from the same simulation with an o v erall accurac y of
89 per cent for objects with unambiguous labels (with a complete-

ess of 60 per cent; Section 4.2 and 5.1 ). The classifier is excellent
t identifying accreted GCs (6 per cent false-positive rate), and less
ccurate for in-situ GCs (18 per cent false-positive rate; Fig. 8 ). The
odel performs generally well in low-mass galaxies (below the mass 

f the MW), but has more difficulty identifying in-situ GCs in the
ost massive galaxies (Figs 10 and 11 ). This is likely due to the

imilarity of the observables of in-situ and accreted populations in 
assive galaxies (Fig. 14 ), their low fraction of in-situ GCs, the

mall number of these galaxies in the simulated volume ( ∼6), and
he exclusion of GCs with [Fe / H] > −0 . 5 from the sample. 

(iv) The classifier uses only a few dominant observables to predict 
C origin. These include the ef fecti ve radius, stellar mass, and

lpha-element abundance of the host galaxy, together with the 
C metallicity and alpha-abundance relative to the galaxy, and its 
rojected angular momentum and galactocentric radius (Fig. 13 ). 
he high predictive importance of the galaxy ef fecti ve radius seems

o originate from its correlation with the assembly time-scale of the
alaxy and its effect on the GC accreted fraction (see Section 3 ).
imulated galaxies with larger ef fecti ve radii formed later and in
ore massive DM haloes with larger accreted fractions. 
(v) Using the simulated test data, we find a significant correlation 

etween the mean prediction confidence (an output of the NN 

lassifier) and the accuracy for each galaxy. This allows us to estimate
he likelihood that predictions for GC origin in a real galaxy will reach
 minimum desired accuracy (Fig. 15 ). 

(vi) After removing observables that are either unimportant or 
ifficult to obtain, we test a minimal version of the classifier on the
W GCs with known origin. Assuming that the Galaxy is observed

n projection, the optimized model achieves excellent performance, 
ith an accuracy of ∼85–90 per cent that is nearly independent of

he inclination. The model identifies GCs associated to each of the
ve known GC-rich progenitor galaxies, including most of the GCs 
ccreted from Kraken , and all of the Gaia-Enceladus GCs. 
MNRAS 526, 5735–5755 (2023) 
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(vii) The classifier is robust to relatively large uncertainties in
early all observables (i.e. larger than in currently available data).
elative uncertainties in the GC and host galaxy observables of up

o ∼0.1 dex decrease the predictive accuracy on the test data by less
han 5 per cent. The accuracy is most sensitive to the precision of the
alaxy alpha abundance (Fig. 18 ). 

(viii) Including GC ages as an additional feature in the model
ignificantly increases the performance, with an accuracy on the
imulation test data of ∼93 per cent. This increase in performance
equires a precision of < 0.1 dex (or ∼25 per cent) in the age
easurements. Ages with lower than 0.1 dex precision produce a

ealtively steep decrease in accuracy (Fig. 19 ). 

The NN classifier developed in this work can be readily used
o make predictions for the origin of GCs in nearby galaxies for
hich metallicity, alpha-abundance, positions, and radial velocities
ave been measured. Over the next decade, wide-field space-based
urv e ys will allow these data to be collected for very large samples
f galaxies. The model developed in this work is the initial step
n piecing together the assembly histories of galaxies beyond the

W as a function of mass and environment, leading to a detailed
nderstanding of the process of galaxy formation. In future work we
ill explore efficient methods to constrain galaxy merger histories
sing GC observables. In a follow-up paper we apply the model
o predict the origin of the GCs in M31 (Trujillo-Gomez et al., in
reparation). 
The python implementation of the fiducial and minimal classifiers

n KERAS , along with an example of their use in an interactive JUPYTER

otebook is available at https:// github.com/ sebastian-tg/ GC-origin- 
NNclassifier. 
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M

Figure A1. Clustering of GC and galaxy features. Left: Spearman correlation matrix. Right: Dendrogram of correlated feature clusters. 
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PPENDIX  B:  DISTRIBU TION  O F  G C  

BSERVABLES  WITH  T H E  HIGHEST  

REDICTIVE  POWER  

ig. B1 shows the joint distribution of the seven most important
C origin predictors across the entire simulated GC sample, with
NRAS 526, 5735–5755 (2023) 

igure B1. Joint and marginal distributions of GC origin across the galaxy and GC
f in-situ and accreted GCs across the entire simulated sample in the space of the
n-situ GCs are coloured red, while accreted GCs are shown in blue. Significant o v e
ut the NN classifier is able to combine them optimally. 
olour indicating their true origin. The observables with the highest
mportance also show the most distinct separation in the distributions
f in-situ and accreted GCs. This qualitatively confirms the result of
he permutation importance analysis, and shows that the classifier
f fecti vely uses the GC and galaxy properties that correlate most
ith GC origin. 
 observables with the most predictive power. The panels show the distribution 
 observables with the most predictive power (see Fig. 13 and Section 5.3 ). 
rlap of the two classes limits the predictive power of individual observables, 
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PPENDIX  C :  P E R F O R M A N C E  O F  T H E  

INIMAL  CLASSIFIER  

ig. C1 shows the performance of the best minimal classifier and 
he fraction of unambiguous predictions as a function of the adopted 
ecision threshold. The accuracy is shown for both the simulation 
C test set and the MW GC system. These values can be used to
btain a rough estimate of the expected performance on observed 
alaxies. 
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igure C1. Accuracy and sample completeness of predictions as a function
f the decision threshold adopted for the minimal classifier. The coloured
olid lines indicate the performance on the simulation test set (blue), and on
he MW GC system (orange). 
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