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Abstract: Evapotranspiration (ETo) is one of the most important processes in the hydrologic cycle,
with specific application to sustainable water resource management. As such, this study aims
to evaluate the predictive ability of a novel method for monthly ETo estimation, using a hybrid
model comprising data pre-processing and an artificial neural network (ANN), integrated with
the hybrid particle swarm optimisation–grey wolf optimiser algorithm (PSOGWO). Monthly data
from Al-Kut City, Iraq, over the period 1990 to 2020, were used for model training, testing, and
validation. The predictive accuracy of the proposed model was compared with other cutting-edge
algorithms, including the slime mould algorithm (SMA), the marine predators algorithm (MPA),
and the constriction coefficient-based particle swarm optimisation and chaotic gravitational search
algorithm (CPSOCGSA). A number of graphical methods and statistical criteria were used to evaluate
the models, including root mean squared error (RMSE), Nash–Sutcliffe model efficiency (NSE),
coefficient of determination (R2), maximum absolute error (MAE), and normalised mean standard
error (NMSE). The results revealed that all the models are efficient, with high simulation levels. The
PSOGWO–ANN model is slightly better than the other approaches, with an R2 = 0.977, MAE = 0.1445,
and RMSE = 0.078. Due to its high predictive accuracy and low error, the proposed hybrid model can
be considered a promising technique.

Keywords: reference evapotranspiration; artificial neural network; metaheuristic algorithm; particle
swarm optimisation–grey wolf optimiser algorithm; Iraq

1. Introduction

Reference evapotranspiration (ETo), introduced by the Food and Agricultural Or-
ganisation of the United Nations (FAO) in 1977, is a crucial component when estimating
evapotranspiration (ET) [1]. Worldwide, ET exceeds runoff and returns more than 60%
of land precipitation to the atmosphere; this process uses up more than 50% of the solar
energy reaching the Earth’s surface [2]. ETo is the estimated ET of a hypothetical reference
grass with a 0.12 m plant height, a surface resistance of 70 s/m, and an albedo of 0.23 [3].

In the literature, many methods have been reported for estimating ET, such as Priestley–
Taylor [4], the Hargreaves equation [5], and the FAO 56 Penman–Monteith model (FAO 56
PM) [3]. FAO 56 PM is recommended as a global standard approach to compute ETo because
of its accuracy under a variety of climatic conditions, and because it takes into account both
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aerodynamic and thermodynamic factors [6,7]. According to Allen, et al. [3], the key climatic
factors that affect the evapotranspiration process are ambient temperature (Tmax and Tmin),
global solar radiation (Rs), wind speed (U2), and relative humidity (RH). However, the
FAO 56 PM model’s primary disadvantage is that a sizable number of meteorological
variables are needed as input data. Unfortunately, certain meteorological variables are
either unavailable or insufficient in most developing countries [8]. Consequently, it is vital
to apply artificial intelligence models to streamline the computation and reduce the number
of input factors required to produce an accurate estimate of ETo, and hence minimise the
data collection cost and time [9].

Accurate ETo estimation plays an important role in many areas, including agricultural
water management, crop simulation, the design of irrigation projects, and hydrological
modelling [10]. With reference to accuracy, more recent attention has focused on using
machine learning methods (ML) to predict ETo, owing to their superior performance as
an alternative to empirical models [11]. Artificial neural networks (ANN), adaptive neuro-
fuzzy inference systems (ANFIS), support vector machines (SVM), and fuzzy logic (FL)
approaches are among the categories of ML models that have been successfully used, now
regarded as the best methods for handling a number of scientific tasks related to hydrology,
such as modelling, forecasting, and prediction [12]. The ML can achieve a noticeably
higher accuracy if the proper hyperparameter adjustment is carried out [13,14]. These
appropriate hyperparameters can be selected in two ways: either the parameters are set
in the software packages by default or manually based on personal experience or by trial
and error [15]. However, ML models display some weaknesses, including issues with
overfitting or trapping in local minima while looking for the global optimum during the
training process [16].

Accordingly, the current study attempts to combine metaheuristic algorithms with
ML models to circumnavigate these restrictions. The hybridisation of this ML with several
metaheuristic algorithms has attracted considerable attention, as metaheuristic algorithms
seek the best viable answer within an optimisation problem [17]. Metaheuristic optimisation
methodologies are frequently used to address engineering challenges, due to their simplicity
and adaptability, as well as their ability to tackle highly computational tasks with substantial
efficacy [18]. Algorithms such as particle swarm optimisation (PSO), the grey wolf optimiser
algorithm (GWO), and the gravitational search algorithm (GSA) have been effectively
applied in hydrology and water resources areas [1,19–22].

As a brief literature review, Zhu, et al. [2] proposed a hybrid model that combines
extreme learning machine (ELM) and the PSO algorithm to estimate daily ETo in Northwest
China. According to statistical results, the hybrid ELM–PSO model outperformed the
other stand-alone ELM, random forest (RF), and ANN models. Maroufpoor, et al. [22]
improved the ANN model for daily estimations of ETo using the GWO method. Based
on the results, it was clear that the ANN–GWO method outperformed the ANN method
used alone. This study also confirmed that the GWO algorithm was a useful tool for
optimising ANN’s structure. Roy, et al. [23] used the ANFIS method with four optimisation
techniques: PSO, the firefly algorithm (FA), teaching–learning-based optimisation (TLBO),
and biogeography-based optimisation (BBO), to estimate daily ETo. Their performance
was compared to that of the standard ANFIS model. The outcomes demonstrated that
all the hybrid techniques were superior to the single method, showing that ANFIS–FA
generated the most accurate ETo estimates. By merging the PSO approach and the extreme
gradient boosting (XGB) model, Yu, et al. [1] produced a different hybrid approach. Data
from a greenhouse in Beijing, China, was applied in the prediction approach. The outcomes
showed that the XGB–PSO technique could accurately estimate ETo, and the PSO approach
helped to stabilise the parameter optimisation of the XGB model. Mehdizadeh, et al. [24]
used the shuffled frog-leaping algorithm (SFLA) and invasive weed optimisation (IWO),
along with the ANFIS, to build and apply two novel hybrid models in Iran. Four empirical
models and a stand-alone ANFIS were compared to the suggested hybrid models. The
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hybrid techniques outperformed the conventional ANFIS and empirical methods, with the
ANFIS–SFLA outperforming the ANFIS–IWO, according to the evaluation results.

In a review of ETo prediction models by Krishnashetty, et al. [25], it was found
that the artificial neural network (ANN) technique outperformed other machine learning
techniques when simulating reference evapotranspiration. Jing, et al. [9] also carried out
a literature review on the application of evolutionary computing techniques to model
evapotranspiration, finding that there is still room to improve the accuracy of models used
to predict evapotranspiration, through the use of advanced optimisation algorithms such
as the PSO algorithm.

Given the relevance of ETo in hydro-climatological research, accurate estimations and
modelling using a variety of novel methodologies remain desirable in light of the above. It
should be noted that this study is a follow-up to Khairan, et al. [26], who systematically
reviewed ML techniques refined by metaheuristic algorithms to predict ETo data over
the last five years. They concluded that both single-based and hybrid-based algorithms
successfully increased the efficiency of ML models. However, new research into the function
of metaheuristic algorithms would be valuable because there is space for improvement by
examining single- and hybrid-based metaheuristic techniques.

This study aims to investigate the performance accuracy between single- and hybrid-
based metaheuristic algorithms by developing an overarching framework to forecast ETo
data. In light of this, the objectives of this study are to:

1. Use multiple preprocessing techniques, such as singular spectrum analysis (SSA) to
clean noise from the data, and the tolerance method to find the optimum input model
scenario.

2. Examine PSOGWO, hybrid-based, in conjunction with ANN as a predictive tool for
ETo, which represents the novelty of this study.

3. Apply three other algorithms: CPSOCGSA, hybrid-based; and MPA, single-based,
and SMA, single-based, integrated with ANN, to assess and confirm the PSOGWO
model. Multiple error indicators were employed to compare the performance of the
applied techniques.

The work presented here provides one of the first investigations into how a PSOGWO–
ANN hybrid model has been developed and compared to three other hybrid models
that simulate multi-variate ETo on a monthly basis. This study will help fill a need in the
literature, as well as provide a more in-depth understanding and more refined knowledge of
single- and hybrid-based metaheuristic algorithms to select ML models’ hyperparameters.

The results of this study are important for agriculture and irrigation as an alternative
modelling technique, especially in developing countries where there are difficulties around
the availability of meteorological data.

2. Materials
2.1. Study Area and Data Used

Al-Kut City, which is situated on the Tigris River in southern Iraq (Figure 1), was
selected as the case study [27]. The predominant climate of Al-Kut City is continental
and semi-arid [28], with the weather cold in the winter, and dry and scorching in the
summer [29]. The average daily temperature in July and August can reach 51 ◦C [30]. The
total annual precipitation is between 150 and 300 mm [31]. Al-Kut City covers around
40 square kilometres and is recognised as an agricultural region, notable for its wheat
output [32].

Data collection from on-site ground stations is often expensive and challenging [33].
Jing et al. [7] mentioned that both the management of water resources and the application
of hydrological models have benefited greatly from the use of satellite data. This kind of
modelling could be beneficial in areas with few climate stations or a shortage of data.
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Figure 1. Location map of the study area (Wasit Province).

Observation data is scarce in the study area. Specifically, data from the years 1990 to
2020 are missing as a result of war and the unstable security environment [32]. There-
fore, this study used monthly meteorological data collected between 1 January 1990
and 30 December 2020, provided by the National Aeronautics and Space Administra-
tion (NASA) [32,34]. These data include the minimum temperature (Tmin, ◦C), maximum
temperature (Tmax, ◦C), dew point temperature (Tdew, ◦C), wet bulb temperature (Twet,
◦C), precipitation (P, mm/day), relative humidity (RH, per cent), surface pressure (Ps,
kPa), specific humidity (SH, g/kg), maximum wind speed (Wmax, m), wind speed (W, m),
range wind speed (Wrange, m), minimum wind speed (Wmin, m), and solar radiation (Rs,
MJ/m2/day). Tayyeh and Mohammed [33] compared precipitation and air temperature
data from various weather stations across Iraq with NASA data, the results revealing that
both sets of data were consistent and in agreement across all parameters.

2.2. FAO 56 PM Method

The FAO 56 PM methodology developed by Allen, et al. [3] was used as a reference
approach to estimate ETo in this study, as shown by Equation (1):

ETo =
0.408∆(Rn− G) + γ 900

Tave+273 U2(es− ea)
∆ + γ(1 + 0.34U2)

(1)

where Rn is net surface radiation (MJ m2 day−1), G is soil heat flux (MJ m2 day−1), T the
monthly mean temperature (◦C), es the mean saturation vapour pressure (kPa), ea the
actual vapour pressure (kPa), the slope of the vapour pressure function (kPa/◦C), and γ
the psychometric constant (kPa/◦C).

3. Methodology

This study proposes the following five procedures (Figure 2) for predicting monthly
ETo in consideration of climatic factors: The five steps are as follows: (1) data preprocess-
ing, (2) PSOGWO, (3) ANN, and (4) model performance assessment. The following are
elaborated explanations of various measures:
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3.1. Pre-Processing Methods

In this study, the first step was to normalise the data using the natural logarithm to
speed up data convergence. The data were then cleaned to treat outliers, and the box
and whisker method was applied using SPSS version 24. This action has been known
to significantly improve the accuracy of the prediction model [35]. The normalised and
cleaned data were then denoised using the SSA technique, a reliable method of time series
analysis that may be used to identify key predictive characteristics in both linear and
nonlinear time series [36].

Finally, the more strongly correlated variables were abstracted using both correlational
analysis and the tolerance technique, resulting in an optimal set of input variables. Ac-
cording to Mohammadi and Mehdizadeh [37], the selection of appropriate model input
sets and appropriate training are major factors for an increase in the predictive accuracy
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of any nonlinear model. A correlational analysis determined the optimal-fitting input set
of climate factors influencing ETo [38]. Pallant [39] advised selecting model input with a
tolerance coefficient of 0.1 or higher, so any parameter with a tolerance coefficient of 0.1 or
above was considered relevant in this study.

3.2. The Hybrid Particle Swarm Optimisation–Grey Wolf Optimiser Algorithm (PSOGWO)

Kennedy and Eberhart [40] created the metaheuristic optimisation method known
as particle swarm optimisation (PSO) at the end of the 20th century. It quickly gained
popularity due to its impressive performance in a variety of engineering sectors [41]. PSO
is based on two major elements of the flocking behaviour of birds: position and velocity.
Position denotes the direction of the particle’s motion, while velocity denotes its speed [42].
Each particle independently explores the search space for the best solution; the entire
particle swarm then share this unique extremum. The present global optimal solution for
the entire particle swarm is the best individual extremum. [1]. The positions and velocities
of particles in the search space are randomly initialised; each particle’s updated velocity
and position was expressed as follows:

Vi
n+1 = ωVi

n + C1r1(0, 1)
(

Pi
n − Xi

n

)
+ C2r2(0, 1)

(
Pg

n − Xi
n

)
+ C3r3(0, 1)

(
Pg

n − Xi
n

)
(2)

Xi
n+1 = Xi

n + Vi
n+1 (3)

where i refers to a particular swarm particle, the values r1 and r2 represent random numbers
between 0 and 1, and n represents the number of iterations. The inertia weight parameter’s
symbol is ω, the three variables being position (X), velocity (V), and best positional esti-
mate (Pi) for the particle in question. The coefficients C1 and C2 denote the optimisation
parameters, while Pg represents the best position information available in the swarm.

The grey wolf optimisation (GWO) algorithm was proposed by Mirjalili, et al. [43].
GWO has high estimation accuracy and fast processing speeds, allowing it to find the
best nonlinear function solution effectively [44]. The five stages of the GWO modelling
process are social hierarchy, encircling prey, tracking and searching for prey, attacking
prey, and hunting [42]. Wolves live in packs with a hierarchy of alpha, beta, delta, and
omega [45]. The beta wolves, who are the alphas’ subordinates, assist the alpha wolves, the
top members of the hierarchy, in making final decisions for the pack. The omega wolves
always surrender to the other dominant wolves, whereas the delta wolves always submit to
the alpha and beta wolves [42]. The GWO’s alpha, beta, and delta agents work together to
arrive at the optimal solution. The grey wolf’s propensity to circle its prey can be computed
as follows:

D =
∣∣∣C× Xp(t) − X(t)

∣∣∣ (4)

X(t+1) = Xp(t) − A·D (5)

where t denotes the number of immediate iterations. The coordinates of the prey are given
by Xp, the location of the grey wolves is given by X, and the vector coefficients are given by
A and C. The coefficients A and C formulas are as follows:

A = 2a·r1− a (6)

C = 2·r2 (7)

Equations (6) through (11) demonstrate how grey wolves can modify their positions
in accordance with the locations of the α, β, and δ wolves.

Dα =
∣∣∣C1 × Xα(t) − X

∣∣∣ (8)

Dβ =
∣∣∣C2 × Xβ(t) − X

∣∣∣ (9)
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Dδ =
∣∣∣C3 × Xδ(t) − X

∣∣∣ (10)

X(1) = Xα(t) − A1·Dα (11)

X(2) = Xβ(t) − A2·Dβ (12)

X(3) = Xδ(t) − A3·Dδ (13)

It is anticipated that Equations (9)–(11) will produce the following expected outcomes:

X(t+1) =
X(1) + X(2) + X(3)

3
(14)

The location for the following iteration is X(t + 1).
The GWO algorithm discovers the best answer by continuously updating the location

search solution space throughout the optimisation process.
Şenel, et al. [46] proposed a new hybrid algorithm that combines the exploration

ability of GWO with the exploitation capacity of PSO. The strategy is to combine the
two approaches by substituting a PSO particle, which has low probability, with a GWO
particle that has been somewhat modified. According to Şenel et al., the hybrid approach
successfully integrates the two algorithms and outperforms them as individuals. The
technique also converges to more optimal solutions with fewer repetitions. The optimisation
process in PSOGWO (Figure 3) is controlled by PSO, whereby some of the particles in the
PSO are replaced by the best agents in the GWO algorithm [42]. When a random integer
is reached that is smaller than the selected possibility rate, the process transitions from
PSO to GWO. The adjusted position is then updated after the GWO algorithm has been
run. The transition from PSO to GWO ensures that solutions do not enter local minima.
The procedure then transitions to PSO before ending when the number of iterations is
reached [41]. The PSOGWO optimizers start with the initialization of the population
randomly and evaluate each solution set by storing their values in a specific matrix. Then,
α, β, and δ agents are updated, along with their positions. After that, a new position set is
conducted and evaluated using Equation (2) by updating the particles’ positions and their
velocities. This procedure will continue until the maximum number of iterations is reached.
The pseudocode of the PSOGWO is demonstrated below:

Algorithm 1 defines the hybrid optimisation method.

Algorithm 1: Hybrid PSOGWO

The user-specified: maximum number of iterations (MAXi),
number of population sizes (PS),
small possibility rate (prob),

Small population Size = psizesmall, Possibility rate = prob.
1 Initialise population
2 For Iteration = 1 to Max. Iteration do
3 for iteration count do
4 for population size do
5 r1 = rand; r2 = rand;
6 Update a, A and C vectors
7 Update alfa, beta, and delta
8 Call PSO routine
9 Update PSO position
10 end
11 end
12 end
13 end



Sustainability 2023, 15, 14320 8 of 19

Sustainability 2023, 15, x FOR PEER REVIEW 8 of 19 
 

9   Update PSO position 
10   end 
11   end  
12  end 
13 end 

Start

Initialize GWO and PSO parameters, lower 
and upper bounds, population size, max 

number of iteration 

Initialize population randomly 

For each wolf, update the position of current 
wolf using Eqs.(8-13)

Call PSO routine using Eq. (2)

Update position using Eq. (3)

Update alpha, beta, and delta wolf positions

End

Yes

No

If Iter > Max. Iter

Compute the objective function using ANN 
and update alpha, beta, and delta 

Update a, A and C parameters vectors using 
Eqs. (6 and 7)

 
Figure 3. The hybrid-based (PSOGWO) algorithm flowchart. Figure 3. The hybrid-based (PSOGWO) algorithm flowchart.

3.3. Artificial Neural Network (ANN)

ANN is an ML model that takes inspiration from how the human brain works. Mul-
tilayer perceptron (MLP) is a popular ANN architecture that features input, hidden, and
output layers [20]. In keeping with the work of Gocić and Arab Amiri [47], this study used
four layers to make up the MLP structure. The input layer contains climatic variables (P,
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Tmin, and WSmax); the hidden layers have tansigmoidal activation functions to handle
nonlinearity, while the output layer contains a linear activation function to predict ETo.
MLP employs feed-forward back-propagation, which uses Bayesian regularization (BR) to
train the ANN model. The error-correction learning rule, which uses two main network
pathways, is the foundation of the back-propagation training procedure. Input vectors
are applied to the network in a forward direction, and the result is obtained in the output
layer after passing through the hidden layer. The second path is from the output layer
back to the input layer [22]. It should, however, be noted that the trial-and-error process is
time-consuming and may fall into local minima instead of global solutions. For that reason,
ANN was integrated with metaheuristic methods by choosing the best learning rate (Lr)
and number of neurons (N1 and N2) for the hidden layers.

The data for this study are split into three groups: training (70%), testing (15%), and
validation (15%).

3.4. Model Performance Assessment

The current study used five statistical metrics to measure the proposed hybrid tech-
niques’ accuracy, PSOGWO–ANN, CPSOCGSA–ANN, MPA–ANN, and SMA–ANN, when
estimating the ETo time series, namely the root mean squared error (RMSE), Nash–Sutcliffe
model efficiency (NSE), coefficient of determination (R2), maximum absolute error (MAE),
and normalised MSE (NMSE), as shown below:

RMSE =

√√√√ N

∑
i

(Ri− Pi)2

N
(15)

NSE = 1−

 ∑N
i=1(Ri− Pi)2

∑N
i=1

(
Ri− Ri

)2

 (16)

R2 =

 ∑N
i=1(Ri−Ri

)(
Pi− Pi

)
√

∑
(

Ri− Ri
)2

∑
(

Pi− Pi
)2

^2 (17)

NMSE = log

(
∑N

i=1|Ri− Pi|2

∑N
i=1|Ri|2

)
(18)

MAE = max[|Ri− Pi| ] (19)

where Ri is the calculated ETo, Pi the predicted ETo, Ri the mean of the calculated ETo, Pi
the mean of the predicted ETo, and N the data length. Graphs such as the Bland–Altman
plot were used to assess the prediction efficacy of the proposed methodology.

4. Results
4.1. Input Data Analysis

This part corresponds to Figure 2’s Step A. The data were first normalised using the
natural logarithm to minimise the influence of extreme values and bring the distribution
of the time series closer to normal [48], with the outliers then corrected. Following this,
the SSA method was used to acquire noise-free ETo time series data, this was achieved
by analysing the normalised time series into three components. Figure 4 displays the
normalised time series and the first three elements of the ETo parameters.
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The ideal set of climate factors to precisely simulate ETo data and prevent multi-
collinearity was determined using the tolerance method as the final step in the data prepro-
cessing procedure. Since the initial tolerance coefficient values were below the minimum
threshold of 0.1, a series of scenarios was run to increase the tolerance coefficient values of
the selected predictor. The optimal scenario was chosen, as shown in Table 1, with P, Tmin,
and WSmax as the best model inputs.

Table 1. Statistics of collinearity with the suggested predictors.

Climatic Factors Tolerance

P 0.271
Tmin 0.185

WSmax 0.246

Table 2 shows the correlation coefficients (CCs) between the optimal scenario of
predictors (climatic factors) and ETo, at both the original and pre-processed data phases.
The table shows how the data pretreatment approaches enhanced the data quality by
improving the CCs between ETo and WSmax, and Tmin and P. As can be seen, the CC
increased between the input climatic parameters (WSmax, Tmin, and P) and the output
(ETo) from 0.898 to 0.942, 0.946 to 0.956, and 0.61 to 0.853, respectively. These CC values
confirm the relationships between the meteorological variables and ETo.

Table 2. Correlation coefficients between the best model input and monthly ETo.

Data p Tmin WSmax

Raw −0.610 ** 0.946 ** 0.898 **
Preprocessed −0.853 ** 0.956 ** 0.942 **

** Correlation is significant at the 0.01 level (2-tailed).

4.2. Configuring the Model

This part corresponds to Figure 2’s Step B. Before configuring the prediction model,
the data were split into three sets: training, testing, and validation. In order to evaluate the
optimal values for the ANN model’s learning rate coefficient (Lr) and the number of hidden
neurons (N1, N2), ANN was integrated with the metaheuristic method. The PSOGWO–
ANN, CPSOCGSA–ANN, MPA–ANN, and SMA–ANN models were all performed using
the MATLAB toolbox. Each algorithm used five PopSizes: 10, 20, 30, 40, and 50. Five repeti-
tions were made for each size to reduce uncertainty and broaden the range of predictions.
The models were run to get a minimal fitness function (RMSE) with 200 iterations. Figure 5
below shows the optimal trial for each PopSize of the PSOGWO–ANN algorithm, 10-2,
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20-5, 30-3, 40-4, and 50-5, over five runs. This process broadens the potential applications
of the solution while simultaneously reducing the amount of uncertainty.
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The best PopSize for each algorithm was then chosen after comparing it to other
PopSizes for the same algorithm. According to Figure 6, the best PopSizes are 50-2 for SMA–
ANN (RMSE = 0.06708, after 142 iterations), 30-3 for CPSOCGSA–ANN (RMSE = 0.07188,
after 170 iterations), 20-5 for MPA–ANN (RMSE = 0.07192, after 191 iterations), and 50-5
for PSOGWO–ANN (RMSE = 0.07284, after 85 iterations). In order to integrate the ANN
model, the optimal hyperparameters were realised in four different scenarios that have the
ability to accurately simulate ETo data.

Sustainability 2023, 15, x FOR PEER REVIEW 12 of 19 
 

Figure 5. Performance of the PSOGWO algorithm. 

The best PopSize for each algorithm was then chosen after comparing it to other Pop-
Sizes for the same algorithm. According to Figure 6, the best PopSizes are 50-2 for SMA–
ANN (RMSE = 0.06708, after 142 iterations), 30-3 for CPSOCGSA–ANN (RMSE = 0.07188, 
after 170 iterations), 20-5 for MPA–ANN (RMSE = 0.07192, after 191 iterations), and 50-5 
for PSOGWO–ANN (RMSE = 0.07284, after 85 iterations). In order to integrate the ANN 
model, the optimal hyperparameters were realised in four different scenarios that have 
the ability to accurately simulate ETo data. 

  

  

Figure 6. Fitness function of all algorithms under five PopSizes. 

The optimal ANN hyperparameters obtained by the suggested algorithms are sum-
marised in Table 3. 

Table 3. Hyperparameters of the ANN model, dependent on four metaheuristic techniques. 

Hyperparameter PSOGWO–ANN CPSOCGSA–ANN SMA–ANN MPA–ANN 
N1 2 2 1 2 
N2 12 17 8 20 
LR 0.7858 0.2191 0.7846 0.9780 

Figure 6. Fitness function of all algorithms under five PopSizes.

The optimal ANN hyperparameters obtained by the suggested algorithms are sum-
marised in Table 3.

Table 3. Hyperparameters of the ANN model, dependent on four metaheuristic techniques.

Hyperparameter PSOGWO–ANN CPSOCGSA–ANN SMA–ANN MPA–ANN

N1 2 2 1 2
N2 12 17 8 20
LR 0.7858 0.2191 0.7846 0.9780

N1 and N2 refer to the number of nodes in the first and second hidden layers, respectively, and Lr stands for
learning rate.



Sustainability 2023, 15, 14320 13 of 19

4.3. Performance Evaluation

This part corresponds to Figure 2’s Step C. The established strategies were evaluated
and compared using a variety of statistical measures (for more information, see Section 3.4).
The outcomes of RMSE, MAE, NSC, and R2 for each approach are shown in Table 4. The
comparative results obtained from the statistical analysis revealed that all the models
performed well, according to Dawson, et al. [49]. However, the PSOGWO–ANN model
outperformed the other models and had the highest NSE, NMSE, and R2 and the lowest
RMSE and MAE.

Table 4. The performance of suggested hybrid models for validation data stage.

Model RMSE MAE NSE NMSE R2

PSOGWO–ANN 0.0781 0.1446 0.9763 0.9749 0.9772
CPSOCGSA–ANN 0.0787 0.1560 0.9760 0.9746 0.9767

SMA–ANN 0.0844 0.1507 0.9724 0.9730 0.9743
MPA–ANN 0.0799 0.1711 0.9753 0.9696 0.9765

The models were then evaluated by comparing their ETo values against those calcu-
lated using FAO 56, which is calculated from the observed climatological parameters. The
coefficient of determination was used to determine the relationship between both datasets
as, according to Dawson, et al. [49], the findings of all the models show good simulation
levels for the ETo time series based on R2. The coefficients of determination for each model
are shown in Figure 7. There was a remarkable agreement between the observed data and
the simulated data, and there were no anomalous data points or obvious pattern trends.

A visual comparison of calculated and simulated ETo was made in order to evaluate
the correctness of all the models. These comparisons are shown in Figure 8, where an
excellent fit between the simulated and the calculated ETo time series is illustrated.
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Figure 8. Calculated and simulated ETo data comparison for suggested models for validation data
stage.

The distribution of the observed and predicted ETo datasets has been compared using
violin diagrams over the validation period, as shown in Figure 9. Violin diagrams combine
a traditional box plot with a density trace, displaying data density as smoothed histograms
along the data points [50]. As in a box plot, the minimum, first quartile, median, third
quartile, and maximum are the five main components of a violin plot, each of which
represents one of the five qualities of a data set [51]. As can be observed from the diagrams,
the violin’s curvature for simulated values is extremely similar to the violin’s curvature for
calculated values, indicating that all the suggested methods have performed well and were
similar in their performance.
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5. Discussion

Hyperparameter optimisation and preprocessing data have been proven to improve
the predictive power of ML models in a variety of subfields of hydrology, including
drought [52], water quality [53], and water level [54]. This study optimised ANN hyperpa-
rameters by combining ANN with metaheuristic techniques. This was carried out to screen
the potential impact of a range of combinations on the accuracy of ANN in predicting
monthly ETo.

In order to maximise prediction accuracy, the input and output time series were
subject to three preprocessing techniques, namely normalisation (natural logarithm), a
cleaning technique (SSA), and selecting the best predictors’ scenario (cross-correlation
and tolerance methods). This pretreatment step, i.e., the SSA technique, helps clean the
series of unstructured noise and increases the correlations between the model input and
output. Accordingly, the quality of the data was improved, thereby raising the correlation
coefficients between ETo and WSmax, Tmin, and P. The correlation coefficients increased
from 0.898 to 0.942, 0.946 to 0.956, and 0.61 to 0.853, respectively, between the input climatic
parameters WSmax, Tmin, and P and the output (ETo). The present research results are
consistent with those of Khan et al. [4] and Pham et al. [5].

Also, systematically selecting the predictors will take all the possible design space
solutions that help improve prediction performance and provide an understanding of
which metrological factors influence the output response most. As a result, only three
of the thirteen climate factors were selected, based on the tolerance method to avoid
multicollinearity among predictors. These factors have tolerance coefficients equal to 0.271
for precipitation, 0.185 for minimum temperature, and 0.246 for maximum wind speed.
ETo is mainly affected by these three factors, without any violation of multicollinearity
assumptions. As indicated in the introduction, wind speed and air temperature are two
major climatic factors that influence the ETo process; many studies provide evidence to
substantiate this argument [55,56]. These factors influence the balance of energy in the
atmosphere and, therefore, evapotranspiration. Taken together, this is unmistakable proof
of the methods’ efficacy, as the weather factors that directly affect evapotranspiration were
selected. These results are consistent in a good agreement with other studies [57,58], which
have shown that selecting the predictors based on systematic procedure instead of the
trial and error approach can speed up computation time and improve the accuracy of ML
models.

Since the metaheuristic techniques used follow different strategies during optimisation,
the hybridisation process leads to different hyperparameter values, which means different
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model scenarios are obtained. All of the forecasting models performed excellently, and
several possible explanations might be argued. A possible explanation for this superiority
might be that the data preprocessing technique increased the quality of the data and, then,
the prediction accuracy. Also, a likely explanation is the best answer was reached after
running each algorithm’s swarm five times, which led to a wider prediction range and
lower degree of uncertainty.

Despite the diversity of the model configurations, they showed excellent performance
when predicting monthly ETo; the hybrid-based algorithms (PSOGWO and CPSOCGSA)
somewhat outperformed the single-based algorithms (SMA and MPA). These findings of
the current study do support the previous research [10,45] that hybrid-based metaheuristic
algorithms are better than single-based algorithms. However, the best model was found to
be the hybrid metaheuristic PSOGWO–ANN. This is evidenced via the results from RMSE,
MAE, NSE, NSME, and R2, with a fewer number of iterations during the optimisation
process (Figure 6), and is also further supported by the literature [23,37,56,59].

These findings further support the hypothesis reported in the literature [60,61] that
hybrid-based algorithms can achieve higher accuracy, better stability, and dependability
for addressing real-world issues without getting stuck in local minima. Further research
should be done to investigate the hybrid-based metaheuristic algorithms with other ML
models such as RF and ELM.

6. Conclusions

The current study looked into the viability of a new hybrid approach, PSOGWO–ANN,
to model monthly ETo. The FAO 56 PM equation, in addition to the four hybrid ANN
methods, PSOGWO–ANN CPSOCGSA–ANN, MPA–ANN, and SMA–ANN, were applied
to calculate monthly ETos using data collected over a 30-year period for Al-Kut City in Iraq.

The proposed procedure included preprocessing methods such as the natural loga-
rithm for normalisation, the SSA technique for cleaning, and cross-correlation and tolerance
techniques that helped to identify the most consequential variables for use in the ANN
model inputs scenario. Based on the results and the discussion, the primary findings of this
study can be summarised as follows:

1. The preprocessing method revealed that the WSmax, P, and Tmin are the best set of
inputs for the model. This was deduced based on the tolerance coefficients.

2. ANN is a powerful prediction tool; its use in conjunction with metaheuristic algo-
rithms has the benefit of overcoming overfitting restrictions, as well as enhancing
performance and saving time by selecting the optimal Lr coefficient and N1 and N2
for the hidden layers.

3. All of the forecasting models performed excellently. However, hybrid-based algo-
rithms (PSOGWO and CPSOCGSA) somewhat outperformed the single-based algo-
rithms (SMA and MPA).

4. The PSOGWO–ANN algorithm was the best, which had the following metrics:
R2 = 0.977, RMSE = 0.07809, MAE = 0.14456, NSE = 0.9763, and NMSE = 0.97492,
demonstrating that this methodology is a reliable approach for predicting monthly ETo.

The findings of this study are of utmost importance for estimating ETo in semi-arid
subtropical regions (especially for developing nations), where meteorological data are
either unavailable or incomplete for technological reasons. This study may also be helpful
in advising decision-makers on how to distribute water resources in Al-Kut City.

The PSOGWO–ANN hybrid model is a promising technique for estimating monthly
ETo. So, it is crucial that the PSOGWO algorithm be investigated in conjunction with
other ML models, such as ELM and RF, in future studies. Future research is also highly
recommended in other regions of the world with humid climates to compare to the results
of this study.
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