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Abstract. Traffic sign recognition is an essential feature for self-driving cars. It pro-
vides input to the decision-making process when maneuvering through traffic in real time.
Correct identification and classification of traffic signs are a challenge because they may
be occluded by natural entities, such as leaves and trees, or man-made such as graffiti. In
this paper, we present the result of our study into achieving occlusion-robust traffic sign
recognition by augmenting the data used to train deep learning models. The data augmen-
tation is performed by applying random occlusion of varying coverage percentages to the
traffic sign images. We investigated the performance of four different deep network archi-
tectures to recognize 11 German speed limit signs using transfer learning techniques on
their respective pre-trained models (AlexNet, VGG19, ResNet50, and GoogLeNet). The
results of our experiment show that our data augmentation technique improves the recog-
nition accuracy at higher occlusion band (61%-70% occlusion) by 17% using GoogLeNet
with a slight 2% hit in accuracy at lower occlusion band (1%-10% occlusion). Our study
concludes that our data augmentation technique could significantly improve the recogni-
tion performance of all models when the traffic sign images are severely occluded.
Keywords: Traffic sign recognition, Data augmentation, Deep learning, Occlusion,
Computer vision

1. Introduction. The concept of cars that can drive autonomously is not new, but it is
only recently that the technology that is required to make it happen is mature enough
allowing us to see a small number of them deployed in real life. Self-driving cars use a
combination of different technologies and hardware to operate. They sense the situation
around and in front of them through different hardware sensors. The radar and LIDAR
sensors detect nearby vehicles and humans. They use the Global Positioning System to
locate where they are on the map and navigation software to decide which exit or turn
to take. A computerized map helps the car navigate roads, traffic jams, and construction
zones. By analyzing images taken by onboard cameras, the software also determines when
it is safe to change lanes or turn corners.

Although still limited, the adoption of self-driving cars is growing in many developed
countries as the technologies behind them are progressing rapidly. For example, the Way-
mo One Robotaxi service by Alphabet (Google’s parent company) is slowly expanding
across the US [1], whereas, in the UK, the automated lane-keeping systems [2] have been
approved for hands-free use on 95% of Britain’s major motorways. However, there are still
many challenges that need to be addressed before self-driving cars become mainstream.
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One of these challenges is improving the performance of the software that is used to an-
alyze the images taken by the onboard cameras to detect and recognize any traffic signs
in all lighting and weather conditions.
In this paper, we present the result of our study into achieving occlusion-robust traffic

sign recognition. Our methodology is based on our previous approach [3] in using data
augmentation techniques to improve the performance of object detection and classification
tasks. Our experimental results show that GoogLeNet is the best network to use based
on absolute accuracy and performance difference compared to when the model is trained
on the unmodified dataset. The major contribution of our paper is to show that although
data augmentation has in general a positive impact on the performance of deep learning
models, the extent of the improvement varies from model to model and our study finds
the best model to use in the context of traffic sign recognition problem. The organization
of the paper is as follows: in Section 2 we describe the research problem that we are
tackling and provide a review of existing solutions, in Section 3 we describe the dataset
and methodology that we use before presenting the experimental results in Section 4 and
we conclude the paper and give future work in Section 5.

2. Problem Statement and Literature Review. The development of systems that
are focused on imitating a standard human driver via vision systems is the primary area of
research with self-driving vehicles. The advancement in artificial intelligence technology,
and more specifically in deep learning, allows many objects in video frames captured using
a dashboard-mounted camera, to be detected and recognized in real time. Deep learning
has been proposed in the literature to solve a wide range of problems from human action
recognition [4] to sign language recognition [5] and to pest monitoring in agriculture
[6]. In [3] for example, the authors proposed using generative adversarial networks for
data augmentation to reduce data imbalance with applications in car damage detection.
Deep learning has also been used for semantic segmentation and depth estimation of
urban road scenes in the context of self-driving vehicle technology [7]. Deep learning,
however, is very computationally expensive and requires a high-specification computer
system to run. As highlighted in [8], from the hardware side, this is made possible with
the advancement in CPU and GPU technologies that resulted in faster and more powerful
processing capabilities in computer devices, not to mention the introduction of AI-specific
hardware, such as the Google’s Tensor Processing Unit, that is designed to produce much
higher throughput than off-the-shelf hardware.
From the software side, traffic sign recognition remains one of the most difficult tasks

to be reliably carried out in practice because of the many external factors that can af-
fect the quality of the image captured by the onboard camera. Some of the challenges
include deteriorating visibility due to lighting inconsistency and weather conditions, de-
teriorating physical condition of the signs which could fade or rust over time, and random
external factors such as strong wind and storms that make the signs tilt, rotate, flip,
or just position wrongly, as well as occlusion. Occlusion is a common problem that can
greatly impact the accuracy of traffic sign recognition systems. Occlusion can occur due to
natural entities, such as leaves and trees, or man-made such as graffiti, and the resulting
incomplete information makes sign recognition difficult, and finding a robust solution to
this problem remains an open research question [9]. A field study on highway sign damage
[10] found around 2.3% of all traffic signs surveyed were “damaged to the point of need-
ing replacement”, with even more signs having poor retro-reflectivity which decreases the
visibility of the signs. Damage such as this to signs makes it challenging for computer
vision models to accurately identify them. To address this issue, it is essential to train
models with these non-ideal signs in mind. By doing so, the effectiveness of such mod-
els can be improved. Therefore, studying the effects of training computer vision models on
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non-ideal signs is crucial to enable the correct identification of signage in less-than-ideal
conditions, which could have significant practical implications in the real world.

3. Material and Method. In this study, we use a subset of the Road Signs Dataset
(version 5) [11] that contains primarily speed limit road signs. This dataset consists of
images of German speed limit road signs which are made up of stock images as well as
still images taken from a dashboard camera recording of a drive from one German city
to another. The dataset has already been split into training and testing sets, which we
used in this study instead of splitting the dataset randomly ourselves. Each image in the
dataset is annotated with a label from 17 classes, each corresponding to the speed limit
(e.g., 20, 130, or unlimited). However, due to significant population underrepresentation
in some classes, only 11 are used in this study. These classes and the number of images
in each class are shown in the two leftmost columns of Table 1. To provide some ideas of
the type of images in the dataset, several of them are shown in Figure 1(a).

Table 1. Number of images per class in the training and testing sets

Classes
Training set
(Unmodified)

Training set
(Augmented)

Testing set
(per occlusion band)

Testing set
(Total)

20 23 560 70 490
30 64 326 140 980
40 15 910 90 630
50 69 359 170 1190
60 206 1085 590 4130
70 60 311 150 1050
80 186 991 520 3640
100 48 255 140 980
120 111 561 210 1470
130 30 100 100 700

No limit 33 328 80 560
Total 845 5786 2260 15820

(a) (b)

Figure 1. A collage of (a) images in the Road Signs Dataset and (b)
images used to occlude the traffic signs
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Our method is based on the premise of using data augmentation to improve the accuracy
of image classification in machine learning and deep learning that has been reported in
[3,12]. The data augmentation process we propose is through artificially occluding the
images in the dataset with natural images (shown in Figure 1(b)). We experimented
using seven bands of occlusion levels ranging from minimal occlusion (1%-10%) to severe
occlusion (61%-70%). The range of occlusion levels for each band is summarized in Table
2.

Table 2. The minimum and maximum occlusion in each occlusion band

Occlusion band Min occlusion % Max occlusion %
Band 1 1 10
Band 2 11 20
Band 3 21 30
Band 4 31 40
Band 5 41 50
Band 6 51 60
Band 7 61 70

The data augmentation process is performed for each occlusion band. It starts by re-
trieving the first image in the dataset and the metadata containing the location and size of
a rectangle bounding the traffic sign object in the image. After the area of the bounding
box is calculated, it then randomly selects an obstruction image. The width and height of
the obstruction image are then scaled by a factor S, which is calculated as S =

√
R, where

R is the occlusion level, defined as the ratio between the area of the obstruction image,
Ao, and the area of the traffic sign bounding rectangle, AS, i.e., R = Ao/AS. In practice,
the value of R is selected randomly between the minimum and maximum occlusion level of
the occlusion band. After the scaling is applied, the obstruction image is then randomly
rotated and placed within the traffic sign bounding box and the modified image is saved.
The process repeats for every image in the dataset as depicted in Figure 2. The data
augmentation process is performed on both the training and testing sets. A histogram
is shown in Figure 3 to provide a picture of the population distribution of the classes
in the training and testing sets, including that in the original, i.e., unmodified, training
set. The augmented dataset is then used to train four deep-learning models of different
architectures. They are AlexNet [13], VGG19 [14], ResNet50 [15] and GoogLeNet [16].

Figure 2. A flowchart depicting the proposed data augmentation process
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Figure 3. A histogram showing the class population distribution of the dataset

Each of these models has its unique strengths and weaknesses that make them suitable
for inclusion in this study.

We employ the widely accepted best method to use deep learning models which is
through transfer learning of pre-trained models [17]. The transfer learning method lever-
ages the knowledge gained in a deep learning model after it has been pre-trained on a
large image dataset. Training deep learning from scratch requires very powerful hardware
and a very large dataset and can take a long time. By using the weights in a pre-trained
model as initial weights and replacing just the classification layer before retraining it using
our dataset, we can tune the model to learn features from the new dataset. To allow us
to measure the relative performance of the approach, we also carry out transfer learning
using images from the unmodified training dataset to produce their respective baseline
models. A flowchart depicting the development of the deep learning models using both
augmented and unmodified training sets is shown in Figure 4(a). The models are then
used in the inferring process to classify images in the augmented testing set as illustrated
in Figure 4(b).

4. Experimental Results, Analysis, and Discussion. We use the accuracy metric
[18] to measure the classification performance of the models. It is calculated as the ratio
between the number of correctly classified images and the size of the testing set for all
classes. The summary of the models’ performance is shown in Figure 5. Figure 5(a) shows
the absolute accuracy of the models using the proposed method whereas Figure 5(b) shows
their performance relative to their baselines (black line). In that figure, any points below
this line signify a decrease in performance and vice versa.

Figure 5(a) shows that when the proposed method is used, the ResNet50 and GoogLeNet
models outperform AlexNet and VGG19 models by around 10%. The figure also shows
that the performance of the ResNet50 and GoogLeNet models is relatively similar except
for the abrupt jump in performance in Band 5 for the ResNet50 model. Currently, we
cannot ascertain the underlying reason behind this but we speculate that it is due to the
random element in the augmentation process. Figure 5(b) shows that all models perform
worse than their baselines at lower occlusion level bands but progressively outperform the
baseline at high occlusion level bands. This means that the proposed method results in
a drop in accuracy when no occlusions are present in the dataset. The amount of drop is
the worst for AlexNet and VGG19 (around 15% drop) but much better for ResNet50 and
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(a) (b)

Figure 4. Flowcharts depicting (a) the development of the deep learning
models and (b) the inferring process to classify the images in the augmented
testing set

(a) (b)

Figure 5. Graphs showing the performance of each model when the im-
ages are occluded with varying levels of occlusion, (a) shows the absolute
accuracy of the models, and (b) shows the accuracy compared to their base-
line (black line). Points below this line signify a decrease in performance
and vice versa.

GoogLeNet (less than 2%). However, as more and more severe occlusions are introduced
to the dataset all models outperform their baselines. That means using the proposed
method does improve the performance regardless of what model is used. The amount of
improvement and the speed of improvement vary from model to model. Our experiment
shows that the GoogLeNet model is the quickest in outperforming its baseline (already
outperforms its baseline from Band 2), whereas the ResNet50 model is the slowest (only
starts outperforming its baseline from Band 5). More importantly, our experimental re-
sults show that GoogLeNet has the best improvement among all four models considered
in this study.
The experimental results show that, generally, training the models using augmented

training data can produce better classification performance than without, at a high oc-
clusion level. This is in line with the consensus of the research community as reported in
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Figure 6. Examples in which traffic signs only occupy a tiny fraction of
the entire image

the literature. The hit in performance at the lower occlusion level band is expected as the
models are no longer tuned to only perfectly visible signs. However, it appears that some
models (e.g., ResNet50) suffer from this more than others (e.g., GoogLeNet). In addition,
we would also like to address the fact that none of the models produces accuracy above
90%. While we cannot for certain find the reason for this, our understanding is that the
dataset contains images, which were mainly captured from dashboard cameras, where the
traffic signs are exceedingly small and occupy only a few pixels, as shown in Figure 6.

We also would like to note a potential problem with our approach regarding the pos-
sibility of the models to start recognizing the type of obstruction images during training
and inferring the input images using the type of obstruction image used instead of the
traffic sign itself. In this study, we use ten different obstruction images and there are
eleven different traffic signs to classify. If we were to use this approach to recognize signif-
icantly more traffic signs, it is therefore important to diversify and increase the number
of obstruction images.

5. Conclusion. We have presented the result of our study into achieving an occlusion-
robust traffic sign recognition by augmenting the data used to train deep learning models
with images that have been artificially occluded using AlexNet, VGG19, ResNet50, and
GoogLeNet models. The results of our experiment show that our data augmentation
technique improves the recognition accuracy at the higher occlusion band with a slight hit
in accuracy at the lower occlusion band. This shows that our method could significantly
improve the recognition performance when the traffic sign images are severely occluded.
We plan in the future, to expand the work to include more road signs and using videos
to measure the methodology’s suitability to be used in real time.
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