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Abstract
Text summarization has been one of the most challenging areas of research in NLP. 
Much effort has been made to overcome this challenge by using either abstractive or 
extractive methods. Extractive methods are preferable due to their simplicity com-
pared with the more elaborate abstractive methods. In extractive supervised single-
document approaches, the system will not generate sentences. Instead, via super-
vised learning, it learns how to score sentences within the document based on some 
textual features and subsequently selects those with the highest rank. Therefore, the 
core objective is ranking, which enormously depends on the document structure and 
context. These dependencies have been unnoticed by many state-of-the-art solu-
tions. In this work, document-related features such as topic and relative length are 
integrated into the vectors of every sentence to enhance the quality of summaries. 
Our experiment results show that the system takes contextual and structural patterns 
into account, which will increase the precision of the learned model. Consequently, 
our method will produce more comprehensive and concise summaries.
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1 Introduction

From the early days of artificial intelligence, automatically summarizing a text has 
been an interesting task for many researchers. Followed by the advance of the World 
Wide Web and the advent of concepts such as social networks, Big Data, and cloud 
computing, among others, text summarization has become a crucial task in many 
applications (Maña-López et al., 2004; Mishra, et al., 2014; Sakai & Sparck-Jones, 
2001). For example, in many search engines and document retrieval systems, it is 
essential to display a portion of each result entry that is representative of the whole 
text (Roussinov & Chen, 2001; Turpin et al., 2007). It is also becoming essential for 
managers and the general public to get the gist of news and articles immediately in 
order to save time while being inundated with information on all social media (Mck-
eown et al., 2005).

Researchers have approached this challenge from various perspectives and have 
obtained some good results (Barrera & Verma, 2012; Ferreira, et al., 2014). How-
ever, this area continues to present more research challenges and has a long path to 
maturity.

One method of investigating this challenge is supervised extractive summari-
zation, which compared to unsupervised methods, is trained using labelled data. 
Extractive implementations use a ranking mechanism and select top-n-ranked sen-
tences as the summary (Gupta & Lehal, 2010). Sentences of a document are repre-
sented as vectors of features. A rank will be assigned to each sentence using sum-
marization corpora, based on their presence in golden summaries (which contain 
sentences of the original documents, normally selected by human). The system 
should then learn how to use those features to predict the rank of sentences in any 
given text. Various machine learning approaches such as regression and classifica-
tion algorithms are used to perform the ranking task (Hirao et al., 2002; Wong et al., 
2008).

As far as we know, in all current implementations, sets of sentence vectors of 
every document are merged to compose a larger set, which is then passed to the 
learning model as a matrix. In this approach, the locality of ranks is disregarded. 
In other words, the rank of sentences is highly relative to the context and docu-
ment. A sentence might be ranked high in one document while being ranked lower 
in another. As a result, merging sentences of a whole dataset into a matrix removes 
document boundaries, and a main source of information will be lost.

We addressed this issue by taking certain features of documents into account, 
such as their length, topical category, and so on, and some new sentence features 
that also reflect document properties. Thus, although document boundaries are not 
explicitly reconstituted, more information will be provided to the model, and rank-
ing could be done with respect to the local features of the document. Our experi-
ments show that this rectification improves both the performance of the learned 
model and the quality of produced summaries.

We also represent a new baseline for evaluating extractive text summarizers, 
which can be used to measure the performance of any summarizing method more 
accurately.
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We examined our hypothesis on a low resource language, namely Persian, which 
has several properties making it an appropriate case for our study. For example, a 
large proportion of Persian verbs are light verb constructions (Samvelian & Faghiri, 
2013). In addition, due to its writing system, Persian faces relatively more homo-
nyms, words with different meanings with the same written forms (Shamsfard, 
2011). Again, context is used to determine the intended meaning.

Furthermore, in Persian, some phrases or words can be omitted if their symmetry 
is present in the context (Shamsfard, 2011). All of these and many other properties 
create challenges for summarization. As our approach is to bring the context of the 
document into consideration, Persian is a good candidate for our case study. How-
ever, the primary insight of this study is broadly relevant and not language-specific.

The remainder of this paper is organized as follows. Section  2 reviews related 
works. Section 3 presents the proposed method and evaluation measures. Section 4 
discusses how the experiments are set up. The results are discussed in Sect. 5, and 
finally, Sect. 6 concludes the paper.

2  Related works

Both academic and industrial disciplines have widely studied text summarization. 
Text summarization methods may be classified into different types. Based on the 
input type, there are single-document (Patil et al., 2015; Torres-Moreno, 2014) vs. 
multi-document summarization methods (Christensen et al., 2013; Erkan & Radev, 
2004; Nenkova et al., 2006), in the latter, multiple documents about a topic are sum-
marized. Considering the language mixture, there are monolingual, bilingual, and 
multi-lingual methods (Gambhir & Gupta, 2017). There are also “query-focused” 
methods in which a summary relevant to a given query is produced (Varadarajan & 
Hristidis, 2006). However, from the perspective of summary generation procedure, 
there are two main approaches: abstractive vs. extractive (Hahn & Mani, 2000).

Abstractive approaches try to generate a new short text based on the con-
cepts understood from the original text (Moratanch & Chitrakala, 2016). These 
approaches usually require a complete pass through an NLP pipeline and are faced 
with many complexities and challenges (Lloret & Palomar, 2012). The abstractive 
approach relies on linguistic methods to examine and interpret the text to find new 
concepts and expressions. The output is a new shorter text which consists of the 
essential information from the original text document (Gupta & Lehal, 2010).

On the other hand, extractive approaches select a few sentences from the docu-
ment based on some measures to place them in the generated summary (Gupta & 
Lehal, 2010). A broad range of methods has been examined in this sector, includ-
ing graph-based (Gupta & Lehal, 2010; Mihalcea & Tarau, 2004), unsupervised 
(Mihalcea & Tarau, 2004; Rautray & Balabantaray, 2017) and supervised (corpus-
based) learning (Shafiee & Shamsfard, 2018; Silva, et al., 2015; Wong et al., 2008). 
In supervised methods, training data is generally needed to select important content 
from the documents. In these methods, the problem is usually reduced to a clas-
sification or regression problem, and machine learning techniques are applied to 
the dataset of documents and their gold summaries represented by some features. 
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Support vector machines (SVM) (Ouyang et al., 2011) and neural networks (Fattah, 
2014) are more popular sentence classification algorithms.

The key step in extractive summarization is to determine the importance of 
sentences in the document (Fang et al., 2017). Previous studies examine the ordi-
nal position of sentences (Edmundson, 1969), (Fattah & Ren, 2008), length of 
sentences (Wong et al., 2008), the ratio of nouns, the ratio of verbs, ratio of adjec-
tives, ratio of adverbs (Dlikman, 2016), the ratio of numerical entities (Ferreira 
et al., 2013; Lin, 1999) and Cue words (Edmundson, 1969).

Gupta and Lehal, in their survey of text summarization techniques, list the 
following groups of features: content-based, title-based, location-based, length-
based, proper noun and upper-case word-based, font-based, specific phrase-based, 
and features based on sentence similarity to other sentences in a text (Gupta 
& Lehal, 2010). Previous studies use different sentence features such as terms 
from keywords/keyphrases and user queries, frequency of words, and position of 
words/sentences for text summarization (Ozsoy et al., 2011).

However, in most cases, the selection and weighting of features are a crucial mat-
ter of debate. Some works have been carried out with respect to this (Neto et  al., 
2002), but none, to the best of our knowledge, has shown that the target attribute is 
highly localized within the context of the document. It is occasionally mentioned but 
not included in practice. For instance, Ferreira et al. studied various combinations of 
sentence scoring methods on three types of documents (Ferreira et al., 2013, 2014). 
They concluded that the weight of features varies, depending on the properties of 
context: “the effectiveness of sentence scoring methods for automatic extractive 
text summarization algorithms depends on the kind of text one wants to summarize, 
the length of documents, the kind of language used, and their structure”. Yeh et al. 
(2005) utilized a Genetic Algorithm (GA) to find the weight of features for calculat-
ing sentence scores. However, their following statement implies that performance of 
weights is generally dependent on genre, which could be seen as a feature of context: 
“It cannot be guaranteed that the score function whose feature weights are obtained 
by GA definitely performs well for the test corpus; nevertheless, if the genre of the 
test corpus is close to that of the training corpus, we can make a prediction that 
the score function will work well.” (Yeh et al., 2005). Berenjkoub et al. studied the 
effectiveness of various subsets of features in the summarization of distinct sections 
of scientific papers (Berenjkoub & Palhang, 2012). They showed that some features 
work well only in some specific portions of text, for example, in the abstract section, 
while others perform better in the methodology section. This locality effect could be 
considered a consequence of differences in the structure and context of each section.

All the above studies imply the significance of document context in ranking. 
Nevertheless, it has not been given enough attention in the NLP community and 
even sometimes is neglected. For instance, Dlikman (2016) suggests using a wide 
range of various features. Among these, seventeen part-of-speech-based sentence 
features have been introduced, which are all sentence-normalized, not document-
normalized, i.e. they count the ratio of a syntactic unit, like verbs, divided by the 
number of words in a sentence. However, such features do not consider the total 
number of those units, e.g. verbs, in the whole document. Our work contributes to 
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this line of research and includes document features in the learning and ranking 
processes.

With regard to evaluating the results, apart from prevalent measures like ROUGE, 
which compare system summaries with reference summaries, there are others, such 
as FRESA (Saggion et al., 2010; Torres-Moreno et al., 2010) which evaluates the 
quality of summaries without human summaries. In our experiments, we assessed 
the results with and without human references using these methods.

3  Incorporating document features

As a way to investigate the need for document features in sentence ranking (as 
explained in the introduction and literature overview), we introduced several doc-
ument-level characteristics and incorporated them into the summarization process. 
These features are listed under Sect. 3.1.1. Although stages of our method do not 
differ from state-of-the-art supervised extractive summarization, the whole process 
is explained to clarify and investigate the method.

Every supervised summarization has two phases. Firstly, the “Learning Phase” 
uses a corpus of ideal summaries to train the system to rank sentences. Secondly, 
in the “Summarization Phase”, the system utilizes the learned model from the first 
phase in order to rank the sentences of a newly given text. Afterwards, the process of 
sentence selection is performed to form a summary of the given input. Each of these 
phases has several intricacies, which are briefly described in the following sections.

3.1  Learning phase

The input to this phase is a dataset of documents, each of which is associated with 
several human-written summaries. The output is a learned model with a good level 
of accuracy that is able to reliably predict the sentences’ rank in almost the same 
way that a human might rank them. Performing normalization, sentence and word 
tokenization, and stop-word removal is essential. We explain the following subtasks 
that should be carried out later.

3.1.1  Feature extraction

Foremost, it is necessary to represent each sentence with those features that have the 
most distinguishing effect on the prediction of the rank. Many features have been 
examined in the literature. We call some “document-aware” because they implic-
itly represent some information about a document. However, other features that 
convey no information about the document have been used. We call these features 
“document-unaware”. In the previous sections, we argued that the lack of document-
related information might be misleading for the summarizer system, especially 
when we train it with sample sentences from different documents. Thus, we modi-
fied some document-unaware features and derived new features that cover document 
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properties. We also examined the effect of incorporating explicit features of a docu-
ment into the vectors of its sentences. The following subsections describe the fea-
tures mentioned above in more detail.

3.1.1.1 Document‑unaware features Ordinal position It is shown that the inclu-
sion of a sentence in a summary is relevant to its position in the document or even 
in a paragraph. Intuitively, sentences at the beginning or end of a text are more 
likely to be included in the summary as they carry more information than the body 
of the text. Depending on how it is defined, the position feature might be either 
document-unaware or not. For example, in Fattah and Ren (2008) and Suanmali 
et al. (2009), it is defined as 5/5 for the first sentence, 4/5 for the second, and so 
on down to 1/5 for the fifth and zero for the remaining sentences. Another research 
conducted by Wong et  al. (2008) defines it as 1/sentence number. With such a 
definition, we may have several sentences. For instance, position = 1/5 in the train-
ing set, may not have the same sense of position. While a sentence position = 1/5 
means “among the firsts” in a document with 40 sentences, it has a totally differ-
ent meaning of “in the middle”, for another document that contains ten sentences. 
Thus, a helpful feature formula should distinguish the differences between docu-
ments that may change the meaning of its information. In our experiments, we 
used the definition of Wong et al. (2008). Furthermore, a document-aware version 
of this feature will be introduced in Sect. 3.1.1.2.

Length of the sentence Intuitively, verbose or laconic sentences are less likely to 
be included in the summary. This is because verbose sentences undermine brevity, 
and laconic ones could diminish the richness of information whilst these two are 
prized in summarization. Like sentence position, this feature is susceptible to the 
misdefinition that makes it document-unaware. As an example, Wong et al. (2008) 
defined it as the number of words in a sentence. Such a definition does not consider 
the relative length of sentences to their surroundings; e.g., a sentence containing 
15 words may be recognized as lengthy if other sentences in the document include 
fewer words.

The same sentence length might be treated as short if all other sentences in a 
document have more than 15 words—the root of this misinterpretation can be traced 
back to the writers’ distinctive styles. However, we investigate this feature in our 
experiments to compare its effect with its document-aware counterpart, which will 
be listed in Sect. 3.1.1.2.

The ratio of nouns Is defined in Dlikman (2016) as the number of nouns divided 
by the total number of words in the sentence after stop-word removal. Three other 
features, ratio of verbs, ratio of adjectives, and ratio of adverbs, are defined in the 
same manner and have proved to have a positive impact on ranking performance. 
However, this feature does not capture the overall number of nouns inside a docu-
ment. From our perspective, a sentence with a ratio of nouns = 0.5, for example, in 
a document containing many nouns, must be distinguished from another sentence in 
the training set with the same ratio of nouns that appeared in a document compris-
ing fewer nouns. The same discussion justifies the need to consider the document’s 
number of verbs, adjectives, and adverbs. The impact of these features is examined 
in our experiments and compared to their document-aware counterparts.
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The ratio of numerical entities Assuming that sentences containing more numeri-
cal data are probably giving us more information, this feature may help us in the 
ranking (Ferreira et al., 2013; Lin, 1999). For calculation, it counts the occurrences 
of numbers and digits proportional to the length of the sentence. This feature does 
not take into account the numbers and digits in other sentences of the document, 
whereas it must be less weighted if almost all sentences of a document have numeri-
cal data. As a result, we must introduce a document-aware version of this feature.

Cue words If a sentence contains particular phrases such as “in conclusion”, “over-
all”, “to summarize”, “in a nutshell”, and so forth, its selection for the summary is com-
paratively more probable. The occurrence frequency of these phrases is calculated for 
this feature.

3.1.1.2 Document‑aware features Cosine position As mentioned in Sect.  3.1.1.1, a 
good definition of position should reflect the length of document. A well- known for-
mula used in the literature (Barrera & Verma, 2012; Verma & Filozov, 2010) is:

In which index is an integer representing the order of sentences and T is the total 
number of sentences in the document. This feature ranges from 0 to 1; the closer to the 
beginning or end a sentence is, the higher value this feature will take. Alpha is a tuning 
parameter. As it increases, the value of this feature will be distributed more equally over 
sentences. Consequently, equal values in the training set represent a uniform notion of 
position in a document.

Relative length The intuition behind this feature is explained in Sect. 3.1.1.1. A sim-
ple word count does not reflect the relative length of a sentence compared to other sen-
tences that appeared in the document. In that regard, we normalize it by dividing the 
number of words in the sentence over the average length of sentences in the whole 
document. More formally:

in which n is the number of sentences in the document and si is the i’th sentence of 
it. Values greater than 1 could be interpreted as long and vice versa.

Term frequency × inverse sentence frequency TF-ISF counts the frequency of terms 
in a document and assigns higher values to sentences having more unique words. It also 
discounts terms that repeatedly appear in various sentences. Since it is explained thor-
oughly in the literature, we have not included the details and formula presented in refer-
ences (Neto et al., 2000, 2002). As TF-ISF captures the frequency and inverse sentence 
frequency of a term with respect to its context, we can classify it as a document-aware 
feature.

POS features We introduce a different procedure to include the ratio of the part of 
speech (POS) units in features and keep them document-normalized. We divide the 

(1)pos(index) =
cos(

2�×index

T−1
)+ ∝ −1

∝

(2)Relative Length(s) =
�s�

∑n

1�si�
n
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number of occurrences of each POS unit by the document’s total appearance instead of 
a sentence’s total.

The formal definition of the new document-aware features is shown as follows:

3.1.1.3 Explicit document features We defined several document-specific features in 
order to investigate further how effective they are in sentence ranking. These features 
of the document will be placed in every sentence’s feature vector of that document. 
Their formal definition is described below, and their impact is examined in the result 
and discussion Sect. 5:

Document sentences An essential quality of a document that affects summari-
zation is the total number of sentences participating in sentence ranking. As this 
number grows, the summarization should be more selective and precise. Further-
more, some sentence features, like cue words, should be heavily weighted for longer 
documents. In addition, the main contextual information is distributed over sen-
tences. Regarding this case, even nominal values of features should be considered 
meaningful.

Document words Another notion of document length is the number of document 
words. Because the number of sentences is inadequate to represent document length, 
we should put this feature into practice.

Topical category Different topics, such as political, economic, etc. have differ-
ent writing styles, which affects sentence ranking. For instance, numerical entities 
appear more in economic texts or sports reports than in religious or social news. 
Therefore, the weight of this attribute should vary depending on a document’s 
category.

The example in Fig. 1 represents an overview of our feature set. The ID column is 
for enumeration, and the Target column is explained in the next section.

(3)Ratio of nouns in document (s) =
number of nouns in s

number of nouns in document

(4)Ratio of verbs in document (s) =
number of verbs in s

number of verbs in document

(5)Ratio of adjectives in document (s) =
number of adjectives in s

number of adjectives in document

(6)Ratio of adverbs in document (s) =
number of adverbs in s

number of adverbs in document

(7)

Ratio of numbers in document (s) =
number of numerical entities in s

number of numerical entities in document
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3.1.2  Target assignment

Every feature vector needs a target value from which the system should learn how to 
rank sentences. The value of the target is usually determined based on golden sum-
maries. If a sentence is included in most human-written extracts, its target is near 1. 
In contrast, it would be closer to 0 if the sentence could not be found in any human-
made summaries. In some datasets, like Pasokh (Moghaddas et  al., 2013), golden 
summaries are not entirely extractive, i.e. they are not composed of exact copies of 
sentences in the original text. Therefore, a measure of similarity between the sen-
tences of the source text and each golden summary’s sentences will be calculated, 
which yields real values in the range of 0 to 1. Section 4 includes more details about 
the target assignment.

3.1.3  Training model

Since target attribute values vary between zero and one, we opted to use regres-
sion and classification methods for the learning task. Moreover, a global matrix in 
which rows correspond to corpus’s sentences and columns correspond to features is 
composed to build a training and test set. The last column shows the target attribute, 
which will be omitted in the test set. It might be required to perform scaling on spe-
cific columns, depending on its corresponding features and range of its values.

For large datasets, the total number of sentences that are not included in golden 
summaries is numerous compared to included ones. Therefore, this leads to 

Fig. 1  An excerpt of whole feature set. SC and SP under topical category stand for Science and Sport, 
respectively
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regression bias toward lower target values. Dataset balancing, leaving aside a por-
tion of not included sentences and feeding the remaining to the learner model, is 
needed to mitigate the bias.

Lastly, the model should be fitted on the training set and be evaluated against a 
test set as described in Sects. 4 and 5.

3.2  Summarization phase

In this section, we briefly describe the summarization process. The evaluation pro-
cess is explained in Sect. 3.3.

3.2.1  Feature extraction

Initially, sentence features need to be extracted. Normalization, sentence tokeniza-
tion, word tokenization, and stop-words removal are preliminary steps. Also, the 
same features used in the learning phase should be calculated.

3.2.2  Sentence ranking

In comparison with the learning phase, in which a global matrix was used, a local 
matrix is composed whose rows correspond with the sentences of the input text. 
Moreover, the same scaling procedure as the learning phase should be carried out. 
The matrix is then fed to the regressor obtained in the previous stage to predict a 
rank value between zero and one for each sentence.

3.2.3  Sentence selection

The most appropriate sentences for being included in the summary will be deter-
mined by sorting sentences based on their ranks. However, it is essential to preserve 
original sentences order to enhance readability.

Another consideration is the cut-off length, i.e., how many of the top sentences 
should we select for the summary? The answer should be as simple as a constant 
number, a percentage of total sentences, or more advanced heuristics could deter-
mine it. We allowed cut-off length to be an input parameter, which enables us to, in 
the evaluation phase, produce summaries of the same length as golden summaries. 
Consequently, it makes the comparison more equitable.

3.3  Evaluation measures

In this section, some measures are described to evaluate the performance of both 
phases explained in the previous section: the learning and summarization phases. 
The former is evaluated using standard regression metrics such as mean square error 
(MSE) and coefficient of determination  (R2). The latter is carried out using ROUGE, 
which is a well-known metric for evaluating summarization systems.
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Mean square error (MSE) is the average of squared errors in all estimated targets. 
An ideal regressor tends to make this measure as near as possible to zero. However, 
an exact zero for MSE is not desirable because it is suspected of overfitting.

The coefficient of determination is another metric for evaluating how well a 
regression model is fitted to data. It ranges from -∞ to 1. As it approaches 1, “good-
ness-of-fit” is increased, while negative values show that the mean of data is a better 
estimator for the target (Nagelkerke, 1991).

ROUGE is proposed in Lin (2004) as an evaluation metric for summaries. It 
matches n-grams in system-produced and reference summaries and returns the per-
centage of matches in terms of precision, recall and f-measure. A variety of ROUGE 
family metrics, namely ROUGE-1, ROUGE-2, and ROUGE-L, have been proposed 
in the literature. ROUGE-1 calculates the overlap of 1-g, ROUGE-2 the bigrams, 
and ROUGE-L the Longest Common Subsequence (LCS) to measure resemblance. 
Nevertheless, we found that ROUGE assessments are always relatively high, even 
for a perfunctorily produced summary. Hence, we designed a random summarizer as 
a baseline for comparison that selects random sentences for the summary and evalu-
ates using ROUGE.

Evaluation without reference summaries is beneficial, especially for enor-
mous datasets where it is impossible to get human summaries of all texts. These 
approaches typically compare system summaries with the documents themselves or 
other systems’ results. Jensen Shannon Divergence (JSD) is an information-theoretic 
method based on the distribution of words in the original texts and system summa-
ries. Louis and Nenkova (2009) examined several such measures and concluded that 
JSD is the best measure in this regard. A simple implementation of JSD is published 
in Ruder and Plank (2017), which we used in our evaluation.

4  Experiments

We set up two experiments to verify our hypothesis that sentence ranking is highly 
dependent on the document and contextual features. These experiments evalu-
ate how effective our method, exploiting document-aware features for summariza-
tion, is against the more commonly practiced method of using document-unaware 
counterparts.

The first experiment involves document-unaware features (listed in Sect.  3.1.1) 
alongside TF-ISF. In the second experiment, document-aware features were used 
instead of document-unaware ones. Furthermore, we set up a random summarizer 
based on a random regressor that acts as a baseline for comparisons. More details 
are recorded in Sect. 4.4.

Moreover, we tried to find similar systems to compare our method with. How-
ever, there is hardly an available Persian summarization system comparable to ours. 
For example, Farahani et al. (2021) has leveraged BERT for this task, which is not 
comparable to our method because it’s abstractive and thus, measuring overlap of 
their summaries with reference extractive summaries doesn’t yield comparable 
results. We faced the same problem for many other published papers. Nevertheless, 
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Asgarian (2021) has revised the TextRank (Mihalcea & Tarau, 2004) algorithm and 
provided a web service. Thus, we used its API to compare our results with their 
method.

4.1  Pasokh dataset

We used the Pasokh dataset (Moghaddas et al., 2013), which contains 100 Persian 
news documents, each associated with five summaries. Each summary consists of 
several sentences of the original text selected by a human expert. Some sentences 
are slightly modified; therefore, they are not an exact copy of the original sentences. 
Pasokh’s documents are categorized into six sections: political, economic, sport, sci-
ence, social, and cultural, which has been reflected in the file name of documents. 
The length of documents ranges from 4 to 156 sentences, and it has about 2,500 
sentences overall.

4.2  Extracting features and scaling

All features introduced in Sect.  3.1.1 are calculated. Pre-processing, sentence and 
word tokenization, stop-word removal, and part of speech tagging are performed 
using the Hazm library (Hazm, 2019), whose performance and effects on the pro-
cess are evaluated in the 4.2.1. The list of stop words is determined from a GitHub 
repository.1 After those steps, the majority of features have a range between zero 
and one. Other features are passed to a min–max scaler to transform into the same 
range. For the category feature, which is nominal, the one-hot-encoding method was 
applied, and six flag features were used.

4.2.1  Hazm toolkit

While English has many processing toolkits, such as NLTK and CoreNLP, Persian 
libraries are mostly scarce and premature. In such circumstances, the Hazm toolkit 
(Hazm, 2019) has proven very useful. It supports preprocessing and processing of 
Persian language, such as tokenization, stemming, POS tagging, dependency pars-
ing, etc. It performs moderately well in all these tasks but stemming. Therefore, we 
didn’t perform stemming but used the original form of words in our experiments.

4.3  Target assignment

In the target assignment, as mentioned in Sect. 3.1.2, the goal is to associate a num-
ber between 0 and 1 with higher values indicating the presence of a sentence in the 
majority of golden summaries. Because exact matching between sentences is not 
possible, to resolve the question of presence in a single golden summary such as 

1 A subset of https:// github. com/ khara zi/ persi an- stopw ords/ blob/ master/ short.

https://github.com/kharazi/persian-stopwords/blob/master/short
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g, we calculated the cosine similarity of the desired sentence with each sentence: 
sj ∈ g . Then the maximum value of these similarities is selected as an indicator of 
presence. This indicator is then calculated for other golden summaries, and their 
average is assigned to the sentence as the target:

G is a set of summaries written for the document containing s. This formula is 
additional explicit evidence that the target (and subsequently, ranking) is related to 
the document.

4.4  Training model

A vast collection of scikit-learn tools was used for the learning phase. K-fold cross-
validation is applied with k = 4 and a split size of 0.25. Three different regression 
methods were applied, including Linear Regression, Decision Tree Regression, and 
Epsilon-Support Vector Regression. Overall results were the same, with minor dif-
ferences. Thus, only the SVR result is reported. Various values for parameters were 
examined but the best results were achieved by epsilon = 0.01, kernel = rbf, and 
default values for other parameters. The fitted regressor of each run was used to rank 
documents’ sentences in the test set to evaluate summary qualities. The produced 
summary should have the same number of sentences as the counterpart standard 
summary to have a fair comparison. Therefore, we generated system summaries, 
conforming to the sentence count constraint, and compared them with ROUGE. 
Averaging these ROUGE scores over each document and then over the dataset will 
indicate the overall quality of model-produced summaries.

The same process was repeated with a random regressor that needs no training 
and assigns a random number between zero and one to any given sample. Apart 
from measuring the performance of this regressor on the test set, the quality of sum-
maries produced is evaluated and reported as a baseline. The juxtaposition of this 
baseline and our measured results will demonstrate how effective our feature set is 
and how intelligent our whole system works.

(8)Target(s) =

∑
gi∈G

cosine_similarity(s, sj)

�G�

Table 1  Quality of the 
regression model’s predictions 
on the test set

MSE R2

Experiment 1 0.03448 0.12238
Experiment 2 0.03068 0.17576
Experiment 3, random regres-

sion
0.17112 − 3.39857
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5  Results and discussion

In Sect. 3.3, MSE,  R2, and ROUGE scores are noted as evaluation measures. The 
results of our experiments are reported below in terms of these measures. We also 
ran another experiment in which the random regressor was used for ranking sen-
tences and producing summaries for better comparison. Table  1 shows and com-
pares MSE and  R2 reported from these experiments.

Table 2  The JSD value for each 
experiment

Experiment 1 Experiment 2 Random

JSD value 0.81145 0.77567 0.79796

Fig. 2  ROUGE quality of produced summaries in terms of f-measure

Fig. 3  ROUGE quality of produced summaries in terms of precision
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The results show that in experiment 2, the mean squared error is reduced, and the 
 R2 score is increased. As a result, it proves that using document-aware features leads 
to a more accurately learned model, confirming our hypothesis about the relation-
ship between document features and ranks.

The JSD results are displayed in Table 2. The closer the JSD value to 1 is, the 
better similarity has been found between the distribution of words in produced 
summaries and corresponding original documents. The table reveals that the first 
experiment showed better performance from the vantage point of evaluation with-
out reference summaries. It can be attributed to the fact that unnecessary infor-
mation might be repeated in documents and in low-quality summaries. In other 
words, a low-quality summary might contain repetitive information, but gain high 
JSD values because it mimics the same distribution of words as it is in the origi-
nal texts.

Finally, the ROUGE scores are displayed separately in terms of precision, recall, 
and f-measure in Figs.  2, 3 and 4, respectively. F-measure scores are shown in 
Fig. 2, comparing ROUGE-1, ROUGE-2, and ROUGE-L. Figures 3 and 4 allow the 
comparison of precision and recall scores. The higher values gained in experiment 2 
confirm that document-aware features perform better than unaware features.

These results are also interpretable from the viewpoint of entropy-based decision 
tree methods. In the learning phase, the impurity (Gini index) of features within the 
whole dataset will be measured, and features having higher information gain will be 
placed in the upper levels of the tree. But in the summarization phase, within which 
decisions have to be made within a single document, the impurity of those features 
may be low, resulting in less effective decisions and precisions. We help the model 
to use different features (thus different trees) for different documents by incorporat-
ing document features.

Another insight from these charts is that a random summarizer resulted in more 
than 50% scores in all measures. Without using document-aware features, the model 
achieves a slight improvement over a random summarizer.

Fig. 4  ROUGE quality of produced summaries in terms of recall
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6  Conclusion

This paper has discussed that we cannot learn to rank, in supervised extractive sum-
marization by considering dataset sentences as independent educational examples. 
The rank of sentences is dependent on each other within a document. To over-
come this issue, we suggested incorporating document features explicitly in a fea-
ture vector of sentences. We also suggested using features that take into account 
the properties of the document, document-aware features. Conducted experiments 
demonstrated the benefit of adding explicit document features and document-aware 
features, both in model precision and summary quality.

For future work, more document-aware features can be examined. For example, the 
position of a sentence in the paragraph seems worthy of investigation, which might be 
effective because paragraphs tend to have a single topic sentence and possibly a con-
cluding sentence. They are more likely to be selected for the summary. Nevertheless, 
paragraph sentence position is not a reasonable choice across all languages. For instance, 
in Japanese, the notion of the paragraph is somehow replaced with Danraku (Kimura & 
Kondo, 2004), and it does not necessarily include a topic or concluding sentences.

If available, it is also possible to run the same experiments on any other language 
dataset. Since the features we used are based on words, sentences, and POS tags, our 
method is not language-specific and can be easily applied to other languages. Nonethe-
less, for some languages, this might not be the case. For example, in the Thai language, 
sentence ending markers are not explicit (Charoenpornsawat & Sornlertlamvanich, 
2001). Thus, the whole idea of sentence ranking and selection faces an essential pre-
liminary challenge of sentence tokenization, which falls beyond the scope of this paper.

Measuring the degree of entropy difference between dataset and single docu-
ments in a standard dataset can be investigated as future work. Suppose the entropy 
of a feature in the whole dataset is significantly different from its average entropy in 
each document. In that case, the feature is not applicable, and it needs interventions 
similar to this study.

The results of our study, though conducted before introducing Large Lan-
guage Models and ChatGPT,2 are still valid and useful. A recent study has shown 
that ChatGPT achieves lower performance compared to state-of-the-art extractive 
approaches (Zhang et al., 2023). It also has demonstrated that output of extractive 
methods can be used as guidance for improving the performance of ChatGPT in 
abstractive summarization. Thus, improvements in extractive methods are still wor-
thy of research.

Our source code is hosted on GitHub3 and is published for later reference, further 
experiments and reproducing results. A web interface4 and a Telegram bot5 is also 
implemented as a demo of our method.

2 The main body of this study is conducted in 2017 and 2018, and the submission started on 2019, how-
ever the publication is going to happen in 2024.
3 https:// github. com/ Hreza ei/ SummB ot.
4 http:// parsi snlp. ir/ summ/ form.
5 https://t. me/ Summ_ bot.

https://github.com/Hrezaei/SummBot
http://parsisnlp.ir/summ/form
https://t.me/Summ_bot
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