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ARTICLE INFO ABSTRACT

Keywords: We present a construction to simulate Turing machines with 3 X 3 matrices over rationals. The

Turiﬂ_g mac'hiﬂes correctness of simulation is guaranteed by testing that the matrices have integral elements during

gamlx semigroup the simulation. This construction implies an undecidability result for a special identity problem
imulation

Undecidability for semigroups of 3 X 3-matrices.

Identity problem

1. Introduction

In this article we prove that a Turing machine can be simulated by a matrix semigroup over rational numbers with integrality
tests. That is, the generators of the semigroup are rational matrices, but the product matrices remain integral during a correct
simulation. Indeed, multiplying with a matrix such that an element in a simulation matrix turns non-integral is equivalent to usage
of an incorrect transition in the Turing machine side. This allows us to faithfully simulate any Turing machine.

As a consequence, we prove that the identity problem, i.e., whether the identity matrix is in the generated semigroup, is unde-
cidable in this setting. Although this result seems to be a quite traditional undecidability result for semigroups generated by rational
matrices, our original motivation for this study is quite far from traditional. Our goal is to prove an undecidability result for matrices
such that in the products (simulating the computational system reduced to it) the elements of the matrices are significantly smaller
than in the traditional reductions. Also, we are interested in pure modelling, i.e., in the question how to simulate a computational
system operating with sequences of symbols using matrices.

Indeed, most of the known undecidability reductions for problems in integer matrix semigroups rely on the undecidability of the
Post Correspondence Problem, PCP for short, or some of its variants. There are also some proofs that use the Hilbert’s Tenth problem in
the reduction; see for example [1]. In the PCP, for given two word morphisms g,h: A* — B¥, it is asked whether or not there exists
a non-empty word w such the g and & agree on it, that is,

h(w) = g(w).

The traditional reduction from the PCP to integer matrices is based on an injective (n-ary) representation ¢ of words in N and the
coding y of pairs of words into 3 X 3 matrices so that the catenation operation of the word semigroups A* and B* are preserved in
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matrix multiplication. The formal definitions of ¢ and y are given in Section 4, but let us give an example how these codings work:
for example we may define y such that for all words u,v,,u,,v, € B¥,

nlutl 0 0 nluzl 0 0

y(up, v)y(uy,vy) = 0 nlotl 0 0 nl2l 0
o) o) 1)\ o) o) 1
plauzl 0 0

= 0 nloiel o
o(ujuy) o(vjvy) 1

5

for a large enough n € N. Here |u| denotes the length of the word u, that is, the number of symbols in u. Now if we simply set
M; =y(g(a;), h(a;)) for all letters a; in the alphabet A, we derive from the undecidability of the PCP that it is undecidable for the
matrix semigroup generated by the matrices M; whether or not there exists a matrix M in the semigroup such that M3, = M3,.

In our reduction, we shall use the above mentioned y, but the mapping o is modified. The main difference is that our reduction
is one step below in the reduction chain of simulation. The key in all undecidability proofs of the PCP is that the pair of morphisms
in the PCP can simulate a (universal) computational system such as Turing machines [15], semi-Thue systems [9], tag systems [23],
normal systems [25], just to mention some of the most well-known systems. In all of these undecidability reductions, except in the
Post’s original proof from the normal systems [25], the simulation of the computation of the chosen system is done so that there
is a nonempty word w for constructed morphisms g and A such that g(w) = h(w) if and only if there exists a computation from a
particular configuration u of the system to the configuration v and the word w is a catenation of all configurations (including the
used transitions/rules of the used systems) along this computational path.? In other words, the word w is very long implying that the
words g(w) and h(w) are very long and, therefore, the elements of the matrices y(g(w), h(w)) become huge if we consider simulation
of the reduced computational system with matrices. For example, the element (1,3) in mapping y is n° where c is approximately
the sum of lengths of all configurations in the computation of the system. Moreover, some of the elements never decrease when a
universal system is simulated through the PCP with the products of matrices.

Our main motivation for this study is the simulation of computational system with matrices directly without remembering the
whole history of computation in elements of the matrices implying that the elements are smaller. In our construction for the simu-
lation, the elements of the matrices are integers encoding only the current configuration of the system. Therefore, the elements are
much smaller than in a simulation using the PCP as a bridge from a computational system to matrices.

We apply the simulation construction and consider the existence of a particular computation of the simulated Turing machine. As
a result we prove undecidability of a variant of the identity problem for matrix semigroups. The identity problem is a long-standing
open problem. Unlike most other matrix semigroup problems, the three-dimensional case remains open. It was shown in [5] that
the problem is undecidable for integral matrices of dimension four, and in [19], a better bound on the number of matrices in the
generator set was given. For two-dimensional matrices, it is known that the identity problem is decidable for integer matrices—the
problem is even NP-complete [3]—and undecidable over rational quaternions [2]. Recently, it was shown that there is no embedding
of pairs of binary words into SL(3, Z) [19]. The result suggests that the identity problem is decidable for three-dimensional matrices
as the vast majority of undecidability results rely on embeddings of pairs of binary words into matrices. Recently, there has been a
surge of interest in the identity problem for different classes of matrices [11,12].

In order to prove undecidability of the identity problem with integrality tests, we use an encoding of pairs of words into matrices
that allows us to simulate a Turing machine and, in particular, allows us to use the undecidability of the halting problem for the
empty input in a special form. The integrality tests are then used to ensure that a faithful simulation is performed. The integrality
test can be performed by checking after each matrix multiplication that the resulting matrix is integral.

Finally, note that simulation of a computational system, such as Turing machines, with integral or rational counters is by no
means new. There are famous models such as the Minsky machine [22] and the Fractran model defined by Conway [10], just to
mention two. Our model for the simulation, the integral/rational matrices, is significantly different as the “counters” act on matrices.

On the other hand, there is a vast literature on dynamics of loops of form

while (g(X)=true) do (X := f(X)),

where X’ are the variables, g is a guard condition that the assignment of X" has to satisfy and f is an update function that assigns
new values to X. Often, the variables are represented by d-dimensional vectors over Z,Q, R, ... The guard condition often defines a
polytope, i.e., is a system of linear equalities and inequalities, [26,8,17,16,18], but can be defined by, e.g., Presburger formulas [13].
The update function is typically more varied as small tweaks to the function can lead to different results, but is often restricted to
linear updates, i.e., multiplying by a matrix [6,7,18,20].

Our setting can be seen as a non-deterministic loop of form while (g(X) = true) do (X := f{(X) or & := f,(X) or ... or
X = f,(X)), where X is a d-dimensional rational matrix, each f; is a multiplication by a matrix and g(X) returns true if and only
if every component of X’ is integral. That is, the loop is of the form

?
while (M €7 =true) do (M := MM, or M :=MM, or ... or M :=MM,).

2 In Post’s original undecidability proof the word w consists only of the rules words used in the derivation of a normal system, not the full configurations of the
derivation.
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Recall, that the termination of non-deterministic loops with linear guards and linear updates is undecidable [26].
2. Preliminaries

Let N, Z, Q be the sets of the natural numbers, the integers and the rational numbers. We denote by [P the set of all primes.

A semigroup is a set equipped with an associative binary operation. Let .S be a semigroup and G be a subset of .S. We say that a
semigroup .S is generated by a subset G of .S if each element of S can be expressed as a composition of elements of G. In this case,
we call G a generating set of .S and denote S = (G). Given an alphabet X = {a;,a,, ... ,a,,}, a finite word u is an element of semigroup
>*. The empty word is denoted by . The length of a finite word u is denoted by |u| and |e| = 0.

We shall consider semigroups where the generators are d X d matrices (over rationals) and the composition operation is the matrix
multiplication. Denote by I; the d-dimensional identity matrix. If the dimension is clear from context, we denote the identity matrix
simply by I.

Let G C K% for some d € Z, and K € {Z,Q,R, C}. Let us define the integral set (G), = (G) n Z¢. That is, (G), consists of all
elements M € (G) such that M € Z?*¢ even if generators used are not in Z¢%¢ It is also possible to define an element to be integral
with respect to Z for some Z C G. That is, M € (G) is integral with respect to Z if M = M'N, for some M’ € (G) and N € Z such
that M’ N € Z9%?. In Section 6, we discuss a modification of our construction that takes the integrality with respect to a set into
account.

Let us next prove a simple property regarding a product of primes. This lemma will be useful in upcoming sections when we show
that an incorrect product of matrices cannot result in a correct product.

Lemma 1. Let py,p,, ..., p, be odd pairwise different primes, where n > 2. Then
n n n
[Tri# 2 |a]1n|
i=1 j=1 i=1

i#j
where a; € N\ {0} for all j.

Proof. Assume towards a contradiction that the equality holds. Now

n n n—1 n n n—1 n—1 n—1

2lalle|=2 o e |+ an[1ri=pu 2|0 [T [+ au [T

j=1 i=1 j=1 i=1 i=1 j=1 i=1 i=1
i#j i#j i#n i#j

By the assumption, the above is equal to []}_, p;. By rearranging terms, we have the equation

n—1 n—1 n—1
(P — a,,)Hpi =Dy Z a; Hp,« .
i=1 j=1 i=1
i#j
The right-hand side is positive and divisible by p,. On the other hand, the left-hand side is divisible by p,, only if p, — a,, is. The term
P, — a, cannot be both divisible by p, and positive, hence we reach a contradiction. []

3. Halting problem
A Turing machine M (with a final state), TM for short, is a 7-tuple

M=(0,%.T, 6,49, %, 1),

where Q is a finite set of states, ¢ is the initial state, & € Q is the final state, X is the input alphabet, I" is the tape alphabet with
Y CT, and 6 is a partial function O XI"' > Q XI"x { L, R} called the transition function where L and R are special direction symbols
and x €I is the blank symbol. The TM operates on a one-way infinite tape.

Note that the TM’s are deterministic, however, we allow 6 to be a partial function, i.e., it may be undefined for some values
(g,a) € Q XT'. Therefore, if 6(q, a) is defined, it is unique. Each transition of a TM M is of the form 6(p, a) = (¢, b, D). Here D refers to
“direction”. The values L and R refer to “left move” and “right move”, respectively. As the tape is one-way infinite, we can assume
that the leftmost cell on the tape is > and 6(¢,>) = (¢/,1>, R) for all q € Q, and furthermore, that no other production rule writes >
on the tape.

A configuration of the TM M, at some point in its computation, is the current state of the machine and the content of its tape.
Let the content of the tape be >uav % % --- where u,v € I'*, assume that M is in state g reading the symbol a € I' and assume
further that >uav is the shortest word containing all nonblank letters of the tape. Then the configuration represented by the word
>u(q,a)v € I'*(Q x I')I'™ where v is either ¢ or ends with a nonblank letter.
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A step in a computation or a move y t,, y’ yielding from one configuration y of M to the next one y’ is defined in the usual
way. We define here only the right-move, the left-move definition is analogous. Let the configuration be >u(q, a)v and assume that
6(q,a) = (p,b, R). Then

>ub(p, %), ifv=g¢,
>ub(p,c)v’, ifv=cv’ andc€eT.

>u(q, a)v =y, {

As the TM’s are deterministic and since § is a (partial) function, for each configuration y = >u(g, a)v, there exists at most one
configuration y’ such that y b, y'.

Let I—*M or *, for short, be the reflexive and transitive closure of the relation . Thus y -* y’ if and only if there exists a finite
sequence y =y, -y, -« Fy, =y’ of configurations for some k > 1 including the possibility that y = y’. Such a sequence is called a
computation of M. It is an accepting computation if the state in y’ is the unique final state A.

A seminal result in computability theory states that the halting problem of Turing machines on the empty input is undecidable;
see, e.g., [21].

Theorem 2. It is undecidable whether a given M TM halts on the empty input. That is, whether (qy,>%) =* >u(h,a)v, where u,v € I'*,
a €T, holds or not.

It is well-known that there is a myriad of ways to alter the definition of Turing machines or their structure and retain the
undecidability of the halting problem. We shall modify any TM M to an equivalent TM M’ as follows:

First, we may use the second marker (<) to fully surround the non-empty portions of the infinite tape and additional states that
move this marker if extra space is required by the machine. More precisely, when the space needs to be created on the right side of
the tape, the right-marker needs to be moved one cell to the right. That is, if the machine is in state p, the current symbol read is the
right-marker < and there is a right-move for 6(p, x) = (¢, b, R), then we add a new state p_, and transitions

6(p,<)=(pg,*,R) and 6(py,*x)=(p,<,L). (@D

Similarly, we need to remove extra * symbols between the markers. First of all, the extra x symbols are detected by adding a
check for all transitions 6(p, a) = (g, %, D) (except for those that were added for adding extra space). If it is then this extra * is shifted
by the right-border marker <, the machine is in a new state p reading < and we add transitions

8(p, )=, x,L) and (', %) =", L), 2

for new states p’ and p” and then the machine moves back to where it printed the extra x and reads the border marker next to it.
Secondly, we may assume that the first step of the TM is to write I> and < on the tape. We can further assume that the tape is
cleared before meeting the final state A, that is the problem of halting is to decide whether or not (g, %) F* (h, %).
It is obvious that the markers may be missing at some particular point of computation, but it is clear that (g, %) I—jw >u(q, a)v
if and only if >(qq, %)< I—Z“W >u(q, a)v<. Let us note that the above changes (1) and (2) are done in our matrix simulation with one
single matrix in each case and the markers are never missing.

Theorem 3. Let M be a Turing machine with delimiters, > and <, surrounding non-blank tape content and where the initial configuration
¢ = (qy, *). It is undecidable whether the machine reaches configuration c again.

4. Matrix reachability from Turing machines

In this section, we simulate a Turing machine M using a matrix semigroup. That is, we will construct a set M; =
{M,, M, ..., M, } C Q>3 that simulates M when the integrality test is performed after each multiplication.

The main idea in an encoding of the computation of a Turing machine is to cut the configuration u(q, a)v into two words u(g, a)
and v, embed the pair of words into a matrix, and then to use specific matrices to move one symbol from one word to another.

It is worth highlighting that commonly an n-ary representation of words is done using a simple encoding of letters. Assume that
the alphabet is binary, i.e., let A= {a,b} and w € A*. Let 7 : A — N be defined as 7(a) = 1 and 7(b) =2. Then ¢’ : A* — N is defined
by ¢/ (ww, -+ wy) = Zf;l T(w;) - 3"~ See, for example, [24,14,4]. We use a different encoding that allows us to construct matrices
with smaller elements.

Let M =(Q,Z,T, 6, ¢y, *, h) be a Turing machine defined in the previous section. Let C = (O xXI")UT'U {#} be the set of symbols of
a configuration, where # is a new symbol. Let m = |C| = |Q| - |T'| + |T'| + 1 and p;, p,,...,p,, EP\ {2}. Let ¢ : C — N be an encoding
defined by

m
@(a;) = Hpj,

j=1

J#i

for all i =1,...,m. That is, for any distinct a,a’ € C, ged(a,a’) # 1. Denote by ¢(C) = {@(a) | a € C}. Let n> p, -+ p,, and let
o : C* - N be the injective mapping using the n-ary representation. That is, we associate each letter of ¢(C) with a unique integer
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in {1,...,n—1} and for a word w;w, - w;, € C*, 6(w;w, - w;) = "L p(w,) + n*2p(w,) + -- + "®p(w,). For the below, note that
o) = nl’lo(u) + o(v), for all u, v € C* and especially that 6((cv)R) = no(v®) + o(c) for all v e C* and ¢ € C.
Let y be the mapping

nlul 0 0
yawv)y=| 0 Yl o]. 3)
o) o) 1

Let u(q, a)v, where b is the first symbol and < is the last symbol, be the current configuration of the deterministic TM M. We
represent this by

pl(.a)] 0 0
ruga = 0 ¥ 0] @
o(u(g,a)) o@#o®) 1

Note that # is a new marker symbol to ensure the element (3, 2) of our matrices is nonzero. Also note that the element (3, 1) is never
zero as it has o(q, a) for some g€ Q and a €T".

We are ready to define the set of matrices M. We begin with transitions added by applying (1) or (2) when modifying the TM,
we study these cases separately. Consider a transition 6(q, a) = (p, b, R) of M, we add matrix

n 0 0
M(q’a)’c = 0 n! 01,
—no((q,a)) + o(b(p,c)) —n~lo(c) 1

for every ¢ €I to M. Note that M is deterministic, so the state p and symbols b are uniquely determined by (g, ). Similarly, a
transition 6(q,a) = (p, b, L) is represented by a matrix

nl 0 O
M(M)’c = 0 n 0|,
-n"lo(c(q, @) + o((p,c)) o) 1

for every ¢ € I' which is also added to M. Then for the transitions added when applying (1) (originally 6(p, x) = (¢, b, R)) we add

n 00
Mq.a= 0 10| ©)
—no((p,<) +o(b(g,<)) 0 1

Similarly, the space removal in (2) is performed by a one special left-move matrix

n! 0 0

M, (<)% = . 0 , 1 0 N

—n"o(x(p, ) +o((p’.x) 0 1

and left-move matrices for c € I"

nt 0 0

M, @ *).e = 0 n

=n~lo(c(p/, %) +0((p",0) o(<)
Note also, that there exists at most one matrix in the set M (moving either to the left or to the right) for all combinations of

(q,a) € O XT" and ¢ €T as the TM M is deterministic.

Now, say the configuration of the Turing machine is u(q,a)cv and that there exists a (unique) transition 6(q,a) = (p, b, R). The
move of the TM M is represented by a product of the two matrices

=]

—

y(u(q. a). #(cv)" )M, , .

nlu@.a)+1 0 0
= 0 nlfevl=1 0
no(u(q, a)) — no((q,@)) + o(b(p,c)) n~lo@co)R) —nloc) 1
plub(p.a)l 0 0
= 0 nl#l 0

o(ub(p,c)) o@#vR) 1
=y (ub(p, c), #v™),
since
no(u(q, a)) — no((q, @) + o(b(p, c))
=n*o(u) + no((q, @) — no((q, @) + o (b(p, ©)) = "5 (u) + 5(b(p, c))
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[>]a[b]a[e[<]-[]a]e[a]]4]

Left half of the tape: Right half of the tape:

|
o] e e ]+ (@] o0 1) el

3

n'(@~n3+@‘n2+@'nl)+@~nl+ -0 3

+(p,0) |- n°

B'TL4+@'TL3+@~7L2+ @~7z1+ .m0 i E -nf

Fig. 1. An illustration of a transition of a TM and the corresponding encoding changes.

=o(ub(p.c))

and

no@cv)®) —nlo(e) = n (ne#o®) + 6(0)) — nlo(c) = s(#0R).

Similarly, we can show that if the configuration of the Turing machine is uc(g, a)v, using the unique transition 6(g,a) = (p,b, L) is
represented by a product of the two matrices

y(uc(q. @), #v* )M, 4 . = y(u(p. o), G(bv)®).
For the sake of readability, let us define a mapping y : Q>3 — Q* by setting

myp mp mg3
vM) =y || my my  mys ||=(myy,msy,my,ms)).
m3p Mz Ms3

We further define

w(M) - w(N)=(myny, myngy + nzp, Myphoy, Masnys + N3p).

When restricted to matrices y(u(q, a), v®) and M, 4. as defined above, the mapping is an isomorphism. To further simplify the
notation, we will denote w(y(u(g, a), v®)) by w(u(q, a), v®).

Example 4. Let >ab(q, a)b< be a configuration of a TM and let us simulate transition 6(q, a) = (p,a, R). The subsequent configuration
is >aba(q, b)<. The transition of the TM and the changes in the coefficients in the encoding are depicted in Fig. 1.

Let us present a few observations next. Firstly, the mapping y is into N**3. Secondly, all matrices M, , . are rational, regardless
of whether they correspond to the head moving left or right. If a configuration matrix is multiplied by the “correct” matrix, then
resulting matrix is also integral, and even in N*3. On the other hand, multiplying by an “incorrect” matrix does not guarantee that
the resulting matrix is not integral. Let us consider this in details:

For the right transitions, let y(u(q, a), #(cv)®) be a configuration and v(My o)) correspond to a transition §(¢q’,a’) = (p, b, R).
The resulting vector is

(n"@91 5(u(g, a)),n*, o (#(cv)R)) - (n,—no((q', ") + o (b(p,d)),n™",—n""o(d))

(6)
= (n'”(q’”)+1|, no(u(q, a)) — no((q',a")) + o (b(p, d)), ™ n~ Lo (#(cv)R) - n_la(d))

and it is integral as long as ¢ = d by the last element. In other words, the pair (¢’,a’) does not have to match the pair (g,a) of the
configuration to ensure that the product is integral. In this case, ¢((q,a)) — 6((q’,a’)) # 0 will be in the coefficient of » in the second
component of the y mapping. It remains to show that this remainder cannot be removed by further applications of “incorrect”
matrices. This is proven in the upcoming Lemma 5.
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Next we consider left transitions as this case is significantly simpler. Indeed, when y (uc(q, a), #v®) is multiplied by v(My o).a)
corresponding to 6(¢’,a’) = (p, b, L), we have

(n"@ 5(uc(q, a)),n™, s (#0oR)) - (n7,—n~o(d(q',d")) + o((p. d)), n, (b))

(7)
= (n"PDl 1o (uc(q, @) —n”'o(d(q’ ") + o((p, d)), n™ na(@#®) + o(b)) ,
where the second component is
no(u) + o(c) + o(p,d)) — o(d) + "' (6((g, @) — o((¢', ))). ®

The component remains integral only if (¢,a) = (¢, a’). Note that at this step, there is no requirement that d = ¢ and, in fact, d = ¢
implies that the correct matrix was applied. So the matrix may remain integral, with incorrect matrices, if (¢,a) = (¢’,a’) and d # c.

Let us consider the above case of multiplying by a wrong matrix with transition to the left a bit further. It turns out that the
matrix with d # ¢ was used, then the next matrix in the product has to correspond to a move of the head to the right. Indeed, assume
that we are in the case (7) with the second component integral and according to (8) it equals to no(u) + o(c) + o((p,d)) — 6(d) =
o(u(p,d)) + o(c) — o(d). Assume further that the vector is multiplied by a vector corresponding to a transition 6(r,e) = (p’, ', L), i.e.,
by the vector (n~!, —n~ 16 (f(r,e)) + 6((p',d")),n,o(b')). As previously, the second component becomes

n~Ho(u(p,d)) + () — o(d)) —n” ' o(f(r,e) + o((p,d"))

and this is an integer for some (r,e) € Q X I if and only if o(c) + 6((p,d)) — 6(d) — o((r,e)) = 0. This is not possible due to the way
embedding ¢ is defined. Denote o(c) = ¢(q;), o((p.d)) = (p(aj), o(d) = ¢(a;) and o((r,e)) = p(a,), where i, j,k and ¢ are distinct.
(Recall, that if j = #, then (p,d) = (r, ) and the sum is non-zero as d # c.) Now,

o(a;) + ¢(a;) = gla,) + @la,)

m m m m
e[]e+]Ir=1]r-+]]r-
x=1 x=1 x=1 x=1

x#i x#j x#k x#C
LD Pl pLp P
& ——(p;pppe) ¥ ———(Pipkpe) = ———(pip;pe) + ————(pip;px)
PiPjPrPe PiPjPrbe PiDjPiPe PiPjPrbe

< PjPkP¢ t PiPrPr = PiPjP¢ t PiP Py
< prpr(pi +pj) =Pip;(Pr + Pp),

and thus pyp, = (p, + p,) and p;p; = (p; + p;). It is trivial that p;p, # (p; + p,)- Indeed, p;p, is odd, being a product of two odd
primes, while p, + p, is even, being a sum of two odd primes. Alternatively, the equation does not hold as it is a special case of
Lemma 1.

So we have showed that in both directions it is possible to get an integral matrix with an incorrect transition matrix, but if an
incorrect matrix with transition to the left is applied, then the next matrix in the product has to be to the right to keep the matrix
integral.

Next we shall show that if the configuration matrix is multiplied by a wrong matrix, it creates an integer that cannot be removed
and thus leads to a rational number if the head is moved beyond this point. This means that, in a way, a multiplication by an incorrect
matrix results in a coefficient that cannot be removed. Thus, this makes the tape content on the other side inaccessible.

Before formally proving the above, let us define a useful notation. We say that matrix M € N3*3 is valid if M = y(u(q, a), #v®) for
some configuration (u(q, a), v) of the TM M. This means that the words u and v do not contain symbols from the set Q XI". Note that
this does not imply that (u(g, a), v) can be reached by the TM. Analogously, we say that y (u(g, a), #0®) is valid if it corresponds to a
valid configuration of M.

Let us consider the step where the matrix becomes invalid as in our previous considerations. For that assume that y (M) is valid
and y(M N) is invalid for some matrix N € My, but y(MN) € N*. Since by our assumption w(M N) € N*, the component that
invalidates the vector is in the second component by our considerations in (7) and (6). Namely, if N simulates a move to the right,
then we have the case in (6) with ¢ = d, where the element in the second component is

o(u(g,a)n —o((q’,a")n+o(b(p,c))

for some (¢,a),(¢’,d’),b,(p,c) € C and o((g,a))n — o((¢’,a")n + 5 (b(p, c)) # (£ (r,e)) for all f,(r,e) € C. Necessarily, (¢,a) # (¢',a"),
and actually, the condition is that

o((g.@) —o((q',a") +a(b) #o(f)

forall f eT.

Similarly, if N simulates a move to the left as in (7), then the element in the second component is as in (8) for some
d,c,(q,a),(¢,d"),(p,d) € C and u € C*. As w(MN) € N* holds, then (¢,a) = (¢’,a’) which implies that o(c) — o(d) + o((p,d)) #
o((r,e)) for all (r,e) € C.
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The following lemma shows that once a matrix product becomes invalid it cannot be transformed into a valid one with matrices
in M.

Lemma 5. Let w (M) be valid, i.e., M = y(u(q, a),#vX) for some configuration. Let N € M such that w(M N) € N* is no longer valid.
Then there is no sequence M; , M, ,...,M; € M, such that y(M NM; M; - M; ) is valid.

Proof. Let us assume that there exists a sequence M; , M, ,...,M; € M, such that y(MNM; M;, --- M, ) is valid and moreover
that s is the smallest index such that the product is valid. Assume first that the final matrix, M; , corresponds to the head moving to
the right

w(M; )= (n,—no((q",d") +o®" (", ).n"",—n"" o))
and

Jul
‘I/(MNM:‘IM:'Z Mix—]) = (nlul’ Z (le’lj,n#”,()'(#UR)>,
j=0

where each q; is a sum of images of letters under ¢ with both positive and negative coefficients. Note that by our assumption on the
minimality of the sequence, at least one a; is not an image of a letter in I" under ¢ for j=1,...,n or a; is not an image of a letter in
O XTI After multiplying (M NM; M, --M; ) with the final matrix M, we have

Jul
<n” N 2 ajnj,nl#vl, a(#UR)> . (n, —no((q",d")+ " ", "), !, —n! a(c”))

j=0
Ju] 9
— <n|“x|+l, Z ajnj+l _ na((q",a”)) + a(b”(p”,C”)),nl#ul_l,n_l(a(#UR) _ 6(0"))) )
j=0
Since the product matrix is valid, we observe that, for j =2,..., |u|, each a; = a(afj) for some ap, € I'. The multiplication can only

affect a) directly and «; indirectly via carries.
There are two cases to consider. In the first case a is (e) for some e € Q X I' which implies that «; is not an image of a letter. In
this case, for the product to be valid,

a(e)=a((q".a")+o")=0c(f)+yn

for some f €I" and y € Z is such that a; + y = o(g) for some g € I', must hold. This is not true due to the definition of n. Indeed, the
largest image under ¢ is at most g Hence y =0 and there are no carries. Thus «; prevents the result from being a valid matrix.

In the second case, &, does not correspond to an image of a letter from Q X I" under ¢. Our goal is to show that there does not
exist some d €I such that

ay—o((q",d")) + o) =0c(d).

We prove this as a separate lemma, Lemma 6, after this proof.
The case where matrix M; corresponds to the head moving to the left is proven in analogous way. Let M; correspond to the
head moving to the left, i.e.,

V/(Mij) — (n_l,—n_la(c"(q”,a”)) + G((p",c”)),n, U(b”))

and

Jul
e M. — | , T l#vl R
w(MNM, M, M, )= <n LY o nl (o )),
j=0
where each «a; is a sum images of letters under ¢ with both positive and negative coefficients. Again, we multiply the latter matrix

J
by the former and obtain

Jul
<n|u|_l, Z ajnj—l _ n_la(c”(q",a”)) + 6((p",c")),n#UH,O'(#(b”U)R)) )
j=0
There are two subcases to consider. Either ay = 6((¢"’,a")) or a, is not an image of a letter under o. The first subcase implies that
a; is not an image of a letter under o for some j =1,2,...,|u|. That is, the analogous considerations as above show that these two
coefficients do not become images of some letter under o.
Hence there is no sequence M; , M, ,..., M; such that MNM; M, -- M, isavalid configuration. []

8
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Lemma 6. Leta = Y,\_, z;6(s;), where z; € Z and s; € C. Let (q,a) € Q XT" and let b,c €T. The equation

a—o((g,a)) +o(b)=0(c)

does not hold.

Proof. Assume the contrary. That is,

a—o((g,a) +o(b)=0(c) 10
holds. Let T C C be the set of all letters that appear in @, and let us partition « into two sets, a* and a~, where the coefficients of
letters are positive or negative, respectively. That is,

at ={(a;,z;)|a; €T and z; €Z,z; > 0};

a” ={(a;,z;)|a;€T and z; € Z,z; < 0}.

It is clear that if (a;,z;) € a™, then (q;,z) & a~ (for any z € Z) and vice versa. Now a =3 .+ X - 6(5) + X, )co- ¥ - 0(). We can
rewrite (10) as
Y x-o@+ob)== Y y-ot)+o(c)+0((q.a). (11
(s,x)€at (t,y)ea—

Let 6((q, a)) = H'j.:l pj» o(b) = H';Zl p; and o(c) = H'j.:l p;- Without loss of generality, we assume that &, k,, k3 & . If this is not
J#ky J#ky J#ky

the case, then some coefficients of terms of a are different but the same reasoning applies. Let us next define the sets of indexes

of letters appearing in a* and a~, together with k, k, and k. That is, P* = {i | (s,-/_,z,-j) €a*}u{k ) and P~ ={i;| (t,-j,y,-/_) €

@~} U {k,, k3}. Equation (11) is equivalent to ‘

m m m m
xi, [Tps+x, [T+ X, [1r+11»
j= j=1 j=1 J=1

=1
i#ih iz g itk
m m m m m
==y, [Tos=ve, [1os = =ve. [Tos+ 112+ [ s
j=1 j=1 =t =l el
J#t) J#ts J#t, J#ky J#ks3

where (sij s x,-j) € a™ and (ti/» yil_) € a~. We can divide both sides of the equation by primes not corresponding to indexes of P* and
P~ as every product contains those primes:

m m m m
X, H pj+x;, H pjt X H pj+ H P

JEPTUP~ jEPTUP™ JEPTUP~ jEPTUP~
J#i J#iy J#ig J#ky
m m m
==, 1 w=vee II 2y=-ve 11 »
jEPTUP™ JjEPTUP™ JjEPTUP™
J# J#t J#E,
m m
+ I »+ I &
JEPTUP™ jEPTUP™
J#ky J#k3

Next, we take the common factors on both sides. Namely, those primes corresponding to indexes in P~ on the left-hand side and to
indexes in P* on the right-hand side.

m m m
PeyPey P, PioPis | X [ 2yt +x, [1 o+ 1

jept jeprt jept
J#i J#ig J#ky
m m m m
=i by o | =vey [ s = =ve, TLos+ T oo+ T 2
JEP™ JjEP™ JEP™ JEP™
J#) J# J#ks J#k3
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Now the left-hand side is equal to the right-hand side if and only if both

m m m
PPy i =%, || 2+ +x, [] o+ [] #;and

jerPt jeprt jePt
J#iy J#ig J#ky
m m m m
PeyPey P Py Py = 7 Ve, H pj=r Ve, H pj+ H pj+ H Pj
JjEP™ JjEP™ JjEP™ JjEP™
J#EO) J#C, J#ky J#ks

hold at the same time. But neither equation holds by Lemma 1. []

We have proved that the computation of a TM can be simulated with matrix semigroup with integrality test. We state this as a
theorem.

Theorem 7. Let M be a TM and let G = {Mq)|6(q.a)is defined and ¢ € I'}, and assume that u(q, a)v is a valid configuration of M.
Then >(gq, %)< I—jw u(q, a)v if and only if there exist matrices M, ..., M, € G such that

y(>(qo. %), #<0) - M - My -+ M, = y(u(q, a), #0®)
and

y(>(qo. %).#<) - My - My - M; € 74
foradlj=1,... k.

Our first undecidability result follows from the halting problem.

Theorem 8. Let G C Q> be a finite set of matrices and M € Z33. Let .S be the matrix semigroup generated by G. It is undecidable
whether or not there exists a nonempty sequence of matrices M; , M, ,...,M; €S such that

M-M;, -M;-...-M, =M
and
M-M; M, ... M ez>

foralj=1,... k.

Proof. Let G be as in the previous theorem and let M = y(>(qy, %), #<), where >(qgy, %)< is the initial configuration of Turing
machine M with undecidable halting problem. It is clear, with help of Lemma 5, that G simulates M and that the two properties of
the claim hold if and only if M halts. []

5. The identity problem for rational matrix semigroups with integrality tests

In this section, we apply Theorem 8 to show that the identity problem is undecidable in this setting. Let us first define the identity
problem for a generating set G of a d-dimensional matrix semigroup with entries from K € {Z,Q,R,C}, i.e., G C Kdxd

Problem 9 (Identity problem). Given a finite set of matrices G C IK?*“. Does the identity matrix I, belong to the semigroup (G)?

Recall that it is known that the identity problem is decidable for K = Z and d = 2 [3], undecidable for K = H (rational quaternions)
and d =2 [2], and K = Z and d =4 [5]. We are studying the identity problem for three-dimensional matrices, which is a well-known
open problem.

Let us introduce a variant of the identity problem, where there is an additional integrality test. Let G C Q%% be a finite set of
rational matrices. Consider M € (G) but M ¢ 7%, Then M ¢ (G),.

Problem 10 (Identity problem with integrality test). Given a finite set of matrices G C K“*?. Does the identity matrix I, belong to (G),?
That is, does there exist a sequence of matrices M; € G such that

M My M, =1,

and
M\ M, M; €2

10
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foral je{l,...,r}.

Naturally, we can also ask the other standard matrix semigroup questions for our scenario. But apart from the identity problem,
hardly any new results can be derived as most of the problems are undecidable already for integral matrices (i.e., with no integrality
tests required).

Theorem 11. The identity problem with integrality test is undecidable for G C Q3.

Proof. Let G be the set M constructed in the previous section together with additional matrices N, N, used to embed the initial
configuration and N; to remove the final configuration. More precisely, the matrices are

n? 0 0
N, = 0 0],
o(>(gp, %)) o(#<) n
n 0 0
N, = 0 n! 0 |,
—-o((gg, %)) +n7lo(b(p, <)) —n26(<) n7l,
n? 0 0
and N; = 0 n=2 ol,

—n_zo'(D(qo,*)) —n_26(#<1) 1

where >(gq, %)< is the initial configuration and the second configuration is >b(p, <).

It is straightforward to see that a non-empty product resulting in the identity matrix has to start with N; or with a matrix of form
(5). Indeed, these are the only matrices in 733, Let us first consider the case where N | is the first matrix. We can further observe
that multiplying N, with any other matrix beside N; or N, or of form (5) result in a matrix that violates integrality. Indeed, for

n 0 0
example, when M = < 0 n! 0) € M;. Then
—no((q.a)+0(b(p.c)) —n~'o(c) 1
n? 0 0 n 0 0
N\M = 0 n” 0 0 n! 0
c(>(gp,*) o#<) n )| -no((q,@)+0(b(p,c)) —n"'olc) 1
n 0 0
= 0 1 0

no(>(gy, %)) — n20((g, @) + no(b(p,c)) n~'o(#H<)—o(c) n

Normally, n~'¢(<1) would be removed by the correct choice of a matrix with ¢ = <, but as the bottom right corner is not 1, this does
not happen.

In any product resulting in the identity matrix, there must be an equal number of matrices N; and N, as multiplying by N, is
the only way to produce a matrix with 1 in the bottom right corner.

Let M € {N|, N,}*. M is valid if and only if M = N\ N,. If M is not valid, then analogously to the proof of Lemma 5, it can be
proven that a valid matrix cannot be obtained using matrices from MU { Ny, N,, N3}.

n 00
Assume then that the first matrix is of form (5), i.e., is < 0 1 0) for some p,q € Q and b €T It is straightforward
—no((p,<))+o(b(g,<) 0 1

to see that matrices N,, N3 and those corresponding to moving the head to the right cannot be applied as the element (2,2) would
become rational. If N, a matrix corresponding to moving the head to the left or of the form (5) is applied, then the resulting matrix
is not valid and by Lemma 5 cannot be made valid.

Finally, observe that, similarly to how N had to be the first matrix, N3 has to be the last matrix and, more specifically, can only
multiply y(>(gy, *),<). The resulting matrix is the identity matrix. The matrix y(>>(g, %), <) is in the semigroup if and only if the
TM halts. Thus the identity problem is undecidable. []

6. Future work

In the previous sections, we constructed a generator set G that allow us to simulate a Turing machine when the partial products
are tested to be integers. It would be interesting to see if it is possible to simulate a TM with a matrix semigroup where the integrality
test is not performed after every multiplication. That is, there is a set Z C G such that the integrality is tested only after a matrix
from Z appears in the product. In other words, the model has fewer integrality checks or even a fixed number of integrality checks.
This can be achieved by constructing a universal TM with special properties that ensure that a computation consists of some special
transitions. These special transitions would then be transformed into matrices with integrality checks. This would require a careful
analysis similar to Lemma 5 of “incorrect” simulations to make sure that a valid configuration cannot be obtained.

11
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