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Abstract 

Negative bias temperature instability (NBTI) prediction 

relies on a reliable extraction of power exponents from 

its kinetics. When measured by fast pulse technique, 

however, the kinetics does not follow a power law. This 

paper reviews the recent progresses on how to restore the 

power law, based on the As-grown-Generation (AG) 

model. For nanometer sized devices, NBTI is different 

for different devices, inducing a time-dependent 

variation. The new technique proposed for characterizing 

this Time-dependent Variation accounting for 

within-a-device-Fluctuation (TVF) will be reviewed.   

 

1. Introduction  

Conventionally, NBTI aging follows a power law [1,2] 

and the power exponent ‘n’ in eq.(1) does not change 

with stress voltage, Vgst, 

 

ΔVth=gVgstmtn , (1) 

 

where ΔVth is the NBTI-induced threshold voltage shift, 

g the generation constant, and t the stress time. When 

measured by quasi-DC parameter analyzer, Fig. 1(a) 

shows that data follows eq.(1) well. This is the 

foundation for reliable prediction of NBTI-induced 

device lifetime [2,3]. It is well known, however, NBTI 

recovers substantially during the quasi-DC measurement 

[4,5].  When the recovery is suppressed by using the 

fast pulse technique, Fig. 1(b) shows that NBTI no 

longer follows eq.(1) [2]. To achieve reliable prediction 

in this case, an As-grown-Generation (AG) model has 

been proposed, based on the framework for positive 

charges in gate dielectric [6-18].    

 

2. As-grown-Generation (AG) model  

The positive charges in gate dielectric can be divided 

into two groups: as-grown hole traps (AHTs) and 

generated defects (GDs) [6-18]. AHTs are located below 

Si valence band edge, Ev, while GDs are above Ev [6,7], 

as shown in Fig. 2. The energy profile in Fig. 2 was 

obtained by using the discharge-based technique [8]. 

Their different energy locations allow AHTs being 

separated from GDs. Fig. 3 shows that NBTI is 

dominated by filling AHTs initially, while the generated 

defects control the aging for longer time [2,3,9]. Once all 

AHTs are filled, they saturates, but the GDs follow the 

power law without saturation [2,3]. Filling AHTs and 

generating GDs are two independent processes [10-14]. 

This understanding has led to the As-grown-Generation 

(AG) model, 

 

  ΔVth=A+gVgstmtn, (2) 

 

where ‘A’ represents the saturation level of AHTs. After 

removing the ‘A’, the power law is restored for the GDs, 

as shown in Fig. 4, allowing reliable NBTI prediction. 

 

  

 
Fig. 1. NBTI follows the power law when measured by 

quasi-DC method (a), but does not when measured by 

pulse (5 µs) technique (b) [2]. 

 

 

 

Fig. 2. AHTs and GDs are below and above Si Ev, 

respectively. [3] 
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Fig. 3. AHTs (Δ) saturate and GDs (o) follow power law 

[3]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. After removing AHTs, GDs follow power law 

well with thw power exponents independent of stress 

voltage [3]. 

 

3. Within a device fluctuation (WDF) 

For nanometer devices, individual-charging/discharging 

can be observed and Fig.5 shows that NBTI-induced 

aging at a given stress time is no longer a fixed value 

[19-22]. It consists of two components: a 

winthin-a-device fluctuation (WDF) and a lower-envelop 

(LE) that does not discharge [19-22]. The upper panel in 

Fig. 5 shows that the WDF within a short time window 

has the signature of random telegraph noises (RTN).  

To capture the WDF, the impacts of sampling rate and 

time window are investigated. Fig. 6 shows that WDF 

increases with sampling rate initially, as higher rate 

allows capturing faster traps. When the sampling rate 

reaches 1 MS/sec, WDF saturates, as all traps are 

captured. A sampling rate of 10 MS/sec will be used 

hereafter [19,20]. 

When plotted in linear scale, Fig. 7 shows that the WDF 

appears insensitive to time window. This is, however, an 

artefact. After plotting the time in logarithmic scale, it is 

clear that WDF increases for larger time window. As a 

result, the time window used for capturing WDF should 

be as large as practically possible [19,20]. 

 

Fig. 5. (a) For a given defect number, the RTN signal by 

en-larging the circled region of (b). Defects, however, 

increase with time. The ‘UE’ and ‘LE’ represent the 

upper and lower envelope of raw data and their 

difference is caused by charge fluctuation under a given 

Vg [20]. 

 

 
 

Fig. 6. Id fluctuation increases with sampling rate (SR) 

when SR<1 M/s (a), but saturates after SR>1 M/s (b) 

[20].  
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Fig. 7 Dependence of WDF on the measurement time 

window. Although the Id fluctuation appears insensitive 

to time in a linear scale in (a), it clearly increases with 

time when plotted in a logarithmic scale in (b) [20].  

 

   

4. Time-dependent device-to-device variation 

The presence of WDF means that ΔVth measured twice 

can give different values. The question is which value 

should be used when comparing with other devices. To 

answer it, a Time-dependent Variation taking into 

account of the Fluctuation (TVF) technique has been 

proposed [17]. Central to TVF is that when comparing 

different devices, one must not use the instantaneous 

ΔVth at a time point. Instead, the lower envelop (LE) in 

Fig. 5 and its difference from the upper-envelop (UE), i.e. 

WDF=UE-LE, should be used. One example for the 

device-to-device variation of LE is given in Fig. 8. 

Fig. 9(a) shows the average values of UE, LE, and WDF 

for 52 devices. Both LE and WDF are important. The 

average value of LE can be predicted by the AG model 

[18]. 

The standard deviations of UE, LE and WDF are given 

in Fig. 9(b). As stress increases, both the average and 

standard variation increases. Fig. 10 shows that the 

standard deviation follows a power law against the 

average value. As a result, once the average value is 

predicted, the standard deviation can be determined from 

such relation [18].    

 
    

Fig. 8. Device-to-device variations of the 

lower-envelope, LE. The thick curves marked by ‘A, 

B, C, D’ are the results of boundary devices [21].  

 

 
 
Fig. 9. (a) and (b) compare UE, LE and WDF for the 

average and standard deviation, respectively. The 

symbol ‘●’ is the calculated value [21]. 
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Fig. 10. The relationship between the standard deviation 

and the average for LE [22].  

 

5. Conclusions 

This work reviews the recent development in the NBTI 

modelling and prediction. The positive charges 

responsible for NBTI can be divided into as-grown hole 

traps (AHTs) and generated defects (GDs). AHTs are 

below the silicon valence band edge, dominates NBTI 

initially, and saturates for longer stress time. In contrast, 

GDs are above silicon valence band edge and follow a 

power law without saturation. This AG model restores 

the power law, allowing the long term NBTI prediction. 

For nanometer devices, the Time-dependent Variation 

accounting for within-a-device-Fluctuation (TVF) 

technique has been developed to separate the fluctuation 

from the real device-to-device variation.   
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