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Abstract. Advances in AI allow it to be used to generate many kinds of art in the form
of images, music, and even stories. AI-generated arts pose a threat to the livelihood of
many artists whose income is reduced due to the decrease in demand. In this paper, we
present the result of our study into the different techniques for detecting AI-generated
anime images and separating them from human-artist-created images. Using transfer
learning, we trained MobileNetV2 and MobileNetV3 models using 750 anime images
from a dataset containing 1000 anime images generated using NovelAI and sourced from
Danbooru2021 website. We tested the trained models on the other 250 images and our
experiment, implemented in Python programming language and using the Keras library,
reveals that both models perform well, with accuracy ranging from 96.8% to 97.2%. More
importantly, our experiment also shows that both models can retrieve all AI-generated im-
ages in the test dataset (100% Precision score) but at the same time incorrectly classify
a small number of human-artist-generated images as AI-generated images (Recall score
of 94.3% and 95.0%). We argue that, with more work using larger-sized datasets, this
approach has the potential to be used in real-world applications to filter out AI-generated
anime images from online art marketplaces.
Keywords: Deep generative models, AI-generated images, Anime images, Image clas-
sification, MobileNet, NovelAI

1. Introduction. Deep Generative Models (DGMs) have been increasingly used to gen-
erate many forms of art content such as images (both realistic and artistic), music, and
even stories. The quality of this AI-generated art is comparable to that produced by hu-
man artists. The most famous model that has received a lot of attention recently is the
OpenAI’s ChatGPT [1] which uses an autoregressive language model called Generative
Pre-Trained Transformer (GPT) that can be trained to understand the context and re-
lationships between words in a sentence and produce coherent and contextually relevant
text generation. The model has been shown to be able to write a literature review [2] or
even pass the notoriously difficult bar examination [3]. DGMs can also generate music.
Jukebox [4], for example, can imitate many artists and synthesize different music styles.
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It is a generative model for music that can create high-fidelity and diverse songs with
coherence up to multiple minutes. It uses a combination of multi-scale Vector Quantized
Variational Autoencoders and autoregressive Transformers to compress raw audio and
model it into discrete codes. The model can also be conditioned on artist, genre, and
unaligned lyrics to steer the musical and vocal style. DGMs can also be used to gener-
ate images. There are many DGM techniques for image generation such as Generative
Adversarial Networks (GAN) [5] and Diffusion Models (DM) [6], with the latter having
been shown to produce better results than the former [7]. An example product in this
category is Imagen [8,9] by Google, a photorealistic text-to-image diffusion model that
leverages large frozen language models trained only on text data as effective text encoders
for image generation. The technique uses dynamic thresholding, a new diffusion sampling
technique, and a new U-Net architecture variant that is simpler, converges faster, and is
more memory efficient.
There are several other image generation products that have been released including

Stable Diffusion [10] by StabilityAI, DALL-E2 [11] by OpenAI, and Picasso [12] by NVidia.
The Stable Diffusion model from StabilityAI is released as open source so that it can be
used freely by anyone and has been used in several web services including Stable Diffusion
Online [13] and NovelAI [14]. This factor further encourages people to experiment with
using the models to generate all kinds of images. However, there are also some ethical
concerns with the use of these models. The lack of built-in internal moderation in the
Stable Diffusion model for example allows it to be used to generate images of public
figures or celebrities committing acts of violence [15] or pornography [16].
There is another different ethical concern with using AI to power art creation. Many

people consider it a threat to the livelihood of many artists because it causes a decrease
in demand for human artists and their works, thereby reducing their income and job
security [17]. Many image generation models are used to produce images that mimic
copyright-protected or proprietary images. These problems occur because these models
can be trained using images taken from the Internet without considering the copyright and
ownership of the images. The NovelAI model, for example, is trained using anime-style
images drawn by many human artists; therefore, it is very likely that the images generated
by this model will be similar or almost identical to the images created by the artists. This
is a form of art plagiarism. If the images generated from this model are widely spread on
platforms for uploading artwork, it will cause copyright issues. The Getty Image platform,
one of the biggest marketplace visual arts, has started blocking AI-generate content over
fears of legal challenges [18]. However, the detection is still done manually by humans [14]
hence time-consuming. Therefore, there is a need for a tool that can automatically detect
AI-generated images and distinguish them from genuine artistic human creations.
This paper describes the result of our study into the different techniques for detecting

AI-generated images, more specifically anime images generated using the NovelAI image
generation model. Our approach uses transfer learning of pre-trained MobileNetV2 and
MobileNetV3 models using 750 anime images from a dataset containing 1000 anime images
generated using NovelAI and sourced from Danbooru2021 website. Our experiment using
the remaining 250 images produces accuracy of 96.8% and 97.2%, recall scores of 94.3%
and 95.0%, and precision scores of 100% for MobileNetV2 and MobileNetV3 models,
respectively. We present our proposed deep learning-based method using MobileNet to
achieve the same. The paper is organized as follows: in Section 2 we present the result of
our literature review, in Section 3 we describe the methodology and data that we used,
in Section 4 we present and analyze experimental results before we conclude the paper in
the last section.

2. Problem Statement and Literature Review. Before we take a look at the tech-
niques used for detecting AI-generated images, we need to understand first how these
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images were produced. Since the DM-based technique is considered superior to the GAN-
based technique, we will concentrate our analysis on the former. DM is a generative model
that converts samples from a standard Gaussian distribution into samples from an em-
pirical data distribution [6]. This model works by adding Gaussian noise to the training
data and then learning to recover the original data by reversing the process through an
iterative denoising process. Compared to other generative models, DM models are easier
to train and can create new data samples with better quality but take longer to generate
the images due to its high inference computation cost [7]. The models operate by a pro-
cess called “diffusion” that starts with an image containing only noise and iteratively and
gradually improves upon the image to the point where the noise component is minimal.
One such model is called Stable Diffusion (or Latent Diffusion [19]) model. This model
learns the semantic and conceptual composition of an image and can generate an image
from text, called prompt.

The process in the Stable Diffusion model starts with an encoding of the image from
pixel space to a more compact space, called latent space. The diffusion takes place in
this latent space and it starts by adding Gaussian noise to the latent data. This is then
passed through a U-Net that has a role in predicting the latent data before the noise is
added. The result of this prediction is then passed through a decoder which transforms
the image back from its latent space to pixel space. Since the latent space is more compact
than the pixel space, the encoding is often referred to as the image compression stage.
This is when the model removes high-frequency details before it learns the semantic and
conceptual composition of the image.

The Stable Diffusion models which are used in several web services such as Stable
Diffusion Online [13] and NovelAI [14] were trained using the LAION-Aesthetics dataset
[20] that contains 120 million of the 5 billion image and text description pairs in the larger
LAION-5B dataset [21]. The NovelAI model was finetuned using 5.3 million anime-style
image and text description pairs [22]. As a result, the NovelAI model can understand
the characteristics of anime-style images and can generate new anime-style images. The
input prompt for NovelAI can be slightly different from Stable Diffusion as it also accepts
tag-based input, which is in the form of several short sentences separated by commas
such as girl, wavy pink hair, maid outfit, purple eyes, short hair, smile, open mouth,
ruffled blouse, red blouse, pleated skirt, blonde hair, green scarf, waving at viewer. The
generated images are random but will have the characteristics included in the prompts.
At this point in time, it is not possible to generate exactly the same character due to the
model’s inability to retain previous states that generate previous images.

Deep learning techniques have been proposed as a solution to a wide range of object
detection/recognition and image classification problems in the past, including sign lan-
guage recognition [23], car damage detection [24], and bird nest detection [25]. There are
also several studies covering the detection of AI-generated images and videos. In [26], Liu
et al. presented a study on detecting fake faces generated by GANs using global texture
enhancement. The study found that the texture of fake faces is substantially different from
real ones, and global texture statistics are more robust to image editing and transferable
to fake faces from different GANs and datasets. Based on these findings, the researchers
proposed a new architecture called Gram-Net, which leverages global texture features to
improve the robustness and generalization ability in fake face detection. The model is
trained with ImageNet initial weights and on 10k real and 10k fake images with a test set
of the same size. The experiment, conducted in cross-GAN, in-domain, and cross-dataset
settings showed that Gram-Net outperformed Co-detect and ResNet models significant-
ly. Other studies, such as in [26], proposed a new attention-based data augmentation
framework to improve the accuracy of fake face detection. The method encourages the
face detector to obtain more representative forgery features by analyzing certain facial
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regions deeper through tracking and occluding sensitive facial regions. Similar other stud-
ies, such as in [27,28], concentrate on detecting deepfakes, which are the result of digital
manipulation using deep learning to replace one person’s likeness in an image or video
with that of another. The majority of these studies focus on detecting AI-generated or
AI-manipulated real-looking images. Our review of the literature found that work on de-
tecting AI-generated art, and more specifically Japanese anime art, is still lacking. This is
the main motivation behind our study to focus on the detection of AI-generated Japanese
anime as opposed to the more general images.

3. Material and Method. Our approach to the detection of AI-generated anime from
genuine artistic human-created anime is by developing a MobileNet image classification
model that is trained using both AI-generated and human-artist-created anime images.
The overall methodology that we adopt is depicted in Figure 1.

Figure 1. The overall methodology to detect AI-generated and human-
artist-created anime images

The AI-generated images we used are generated by the NovelAI Image Generation
model whereas the human-artist-created images were sourced from the Danbooru2021
dataset [29], a large-scale online crowdsourced and tagged anime illustration dataset. In
total, we use 500 images from each category totaling 1000 human-artist-created and AI-
generated anime images. In the interest of brevity, from this point onward we will refer
to human-artist-created images and AI-generated images as their respective class names
which are human and AI, respectively.
The images have different sizes, so it is necessary to equalize their dimension through

cropping and resizing. The cropping stage selects important areas in the image with a
variable-sized rectangular window but with a fixed length-to-width ratio. In this case,
the ratio used is 1 : 1. The resizing stage is performed by either scaling up or scaling
down the cropped images to 256×256. The dataset is then split into training and testing
sets. The data is randomly split with a ratio of 75% for training and 25% for testing, so
we ended up with 750 training images and 250 images for testing. The test set consists
of 117 human images and 133 AI images. Prior to using the 750 images for training the
model, we applied data augmentation. It is a process of applying transformations to the
available data to create new data [24]. This process is done to increase the amount of data
and increase the diversity or variety of data. In our study, we applied a number of image
transformations such as flip, rotate, and zoom.
To evaluate the performance of the trained models to detect AI images from the pool

of training images, we use four performance metrics namely accuracy, precision, recall,
and F1-score. Accuracy is the ratio of the number of correct classification results to the
total number of images in the test set. This metric measures the overall accuracy of the
model. Precision is calculated as the ratio of all correctly identified AI images to all images
identified by the model as AI images. This metric measures the accuracy of all the images
that have been identified by the model as AI images. Recall is calculated as the ratio of
correctly identified AI images to all AI images in the test dataset. This metric measures
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the ability of the model to detect all AI images in a dataset. Lastly, F1-score metric is the
harmonic mean of precision and recall. The formulas to calculate accuracy (A), precision
(P ), recall (R), and F1-score (F1) based on the experiment’s True Negative (TN ), True
Positive (TP), False Positive (FP), and False Negative (FN ) are given in Equations (1),
(2), (3), and (4), respectively.

A =
TN+ TP

TN+ FP+ TP+ FN
(1)

P =
TP

TP+ FP
(2)

R =
TP

TP+ FN
(3)

F1 = 2× P ·R
P +R

(4)

4. Experimental Results, Analysis, and Discussion. We tested the approach using
two versions of MobileNet architectures, namely MobileNetV2 and MobileNetV3. We
adopted transfer learning approach by using pre-trained models (models with ImageNet
initial weights) as opposed to models with randomly initialized weights. The experiment
is implemented in Python using the Keras library. We used a learning rate of 0.001, the
Root Mean Square Propagation as the optimizer function, and Binary Cross Entropy as
the loss function. We trained both models using an identical number of epochs which
is 100. The classification results of the trained models on the test dataset are shown as
confusion matrices in Figure 2.

Figure 2. Confusion matrix of the experiment results using MobileNetV2
(left) and MobileNetV3 (right)

We found that both models manage to predict all 133 AI images correctly indicating
a perfect precision for both. The models’ performances slightly differ when it comes to
detecting human images as MobileNetV2 managed to detect 109 compared to 110 with
MobileNetV3. Both models failed to retrieve all 117 human images. This also means that
the MobileNetV2 incorrectly detects 8 human images as AI images as opposed to 7 when
using MobileNetV3. The accuracy, precision, recall, and F1-score of both models are
summarized in Table 1.

A close inspection of the seven human images that were misclassified as AI images
(shown in Figure 3) by both models reveals two rather interesting factors that might
cause the misclassification. First, the human images appear to be less colorful than other
human images and secondly, the images have more similar anime styles to the AI images
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Table 1. The summary of the MobileNetV2 and MobileNetV3 models’ performance

Accuracy Precision Recall F1-score
MobileNetV2 96.8% 100% 94.3% 97.1%
MobileNetV3 97.2% 100% 95.0% 97.4%

Figure 3. The seven human images that were misclassified as AI images
by both models

than to other human images. We believe these two factors are the main reasons why the
seven images were mistakenly identified as AI images by both models.

5. Conclusion. We have presented in this paper the result of our study into the dif-
ferent techniques for detecting AI-generated images and separating them from human-
artist-created images. The driving motivation behind this study is to advance the way AI
images can be quickly and automatically identified so that the threat to the livelihood of
many artists whose income is reduced due to the decrease in demand, can be mitigated.
It is also because research on detecting AI-generated Japanese anime art is still lacking.
Using transfer learning, we trained two models based on two versions of MobileNet ar-
chitectures (MobileNetV2 and MobileNetV3) on a dataset (generated using the NovelAI
model and sourced from Danbooru2021 website) containing 750 images and tested the
trained models on 250 images. Our experiment reveals that both models perform similar-
ly, with MobileNetV3 being marginally superior. Both models correctly detect all 133 AI
images but misclassify 7 to 8 human images. The accuracy, precision, and F1-score are
0.97, 1.00, and 0.97, respectively whereas the recall is 0.94 and 0.95, for MobileNetV2 and
MobileNetV3, respectively. We plan, in the future, to further improve this approach by
considering more deep learning models as well as increasing the size of the dataset. That
way, we can improve the confidence that the methodology can be reliably implemented
in real-world settings to detect AI-generated anime images.
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