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Abstract 
The relationship between the evolutionary dynamics observed in contemporary populations (microevolution) and evolution on timescales of 
millions of years (macroevolution) has been a topic of considerable debate. Historically, this debate centers on inconsistencies between micro-
evolutionary processes and macroevolutionary patterns. Here, we characterize a striking exception: emerging evidence indicates that standing 
variation in contemporary populations and macroevolutionary rates of phenotypic divergence is often positively correlated. This apparent con-
sistency between micro- and macroevolution is paradoxical because it contradicts our previous understanding of phenotypic evolution and is so 
far unexplained. Here, we explore the prospects for bridging evolutionary timescales through an examination of this “paradox of predictability.” 
We begin by explaining why the divergence–variance correlation is a paradox, followed by data analysis to show that the correlation is a general 
phenomenon across a broad range of temporal scales, from a few generations to tens of millions of years. Then we review complementary 
approaches from quantitative genetics, comparative morphology, evo-devo, and paleontology to argue that they can help to address the paradox 
from the shared vantage point of recent work on evolvability. In conclusion, we recommend a methodological orientation that combines differ-
ent kinds of short-term and long-term data using multiple analytical frameworks in an interdisciplinary research program. Such a program will 
increase our general understanding of how evolution works within and across timescales.
Keywords: evolutionary prediction, evolvability, genotype–phenotype map, macroevolution, quantitative genetics, phenotypic integration, phylogenetic 
comparative methods, time-series analysis

Introduction
“How wonderful that we have met with a paradox. Now 
we have some hope of making progress.”

Niels Bohr

The relationship between evolutionary change in contempo-
rary populations (microevolution) and the pattern of evolu-
tion over millions of years (macroevolution) has been a topic 
of much controversy. Two important questions recur in these 
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debates. First, are microevolutionary processes plus time ade-
quate to explain macroevolutionary patterns? Many favor 
the view that the microevolutionary processes of mutation, 
selection, drift, and gene flow operating within populations 
can, or at least should be able to, explain macroevolution 
(e.g., Arnold, 2014; Charlesworth et al., 1982). Others argue 
that additional processes occurring above the population 
level, such as species selection and biased extinctions (Erwin, 
2000; Jablonski, 2017b), are also important. Second, can our 
knowledge of currently acting microevolutionary processes 
predict macroevolution across timescales (Estes & Arnold, 
2007)? It is widely accepted that consistent regimes of nat-
ural selection can result in convergence on similar adaptive 
solutions (Blount et al., 2018; Mas et al., 2020). However, in 
the absence of consistent selection over long periods of time, 
it was traditionally assumed that current microevolution-
ary changes would not be consistent enough over geological 
timescales to explain macroevolutionary patterns. Indeed, 
microevolutionary processes evaluated in contemporary 
populations are often inconsistent with macroevolutionary 
patterns (Futuyma, 2010; Hansen & Houle, 2004; Uyeda et 
al., 2011). This decoupling between micro- and macroevolu-
tionary processes is often attributed to inferential bias due to 
increased noise in sparse fossil samples (Kidwell & Holland, 
2002) and to factors that are unique to geological timescales, 
including dramatic ecological shifts (Simons, 2002), rare evo-
lutionary transitions like the evolution of novel traits and key 
innovations (Jablonski, 2017a), or stochastic events, such as 
the asteroid strike that is considered a primary cause of the 
end-Cretaceous mass extinction (Chiarenza et al., 2020).

In recent years, a striking exception to this widely perceived 
micro-macro decoupling has gathered increasing evidential 
support. Many studies now show that the rate of phenotypic 
evolution across taxa, as reflected in divergence, is correlated 
with the standing variation estimated in contemporary pop-
ulations. Schluter (1996) first showed that the trajectories 
of divergence between populations or closely related species 
were in directions closely aligned to those with the highest 
additive genetic variation: “genetic lines of least resistance.” 
More recently, Houle et al. (2017) showed that the rate of 
evolution in 20 wing-shape traits measured in a sample of 
110 drosophilid fly species that have diverged over at least 
30 million years was tightly correlated with both mutational 
and additive genetic variations among those traits measured 
in Drosophila melanogaster. Among the 36 multivariate stud-
ies included in a recent review, 30 show positive correlations 
between variation and pattern of divergence among popula-
tions or species (Voje et al., 2023a). Two recent meta-analyses 
have revealed divergence–variance correlations among 33 
plant species from 48 multivariate studies (Opedal et al., 
2023) and in 409 traits in 123 contemporary species and 589 
traits in 150 fossil lineages (Holstad et al., 2024). Such a gen-
eral correlation between intrapopulation variation and rates 
of phenotypic divergence implies a predictable link between 
micro- and macroevolution.

We refer to these findings as “the paradox of predictabil-
ity” because this predictability runs contrary to expectations 
from the established theory of phenotypic evolution by muta-
tion, selection, and heritability (e.g., Arnold, 2014; Lande, 
1979; Simpson, 1944). For example, a seemingly obvious 
explanation for the divergence–variance correlation is that 
the amount of variation limits the rate of evolution (Schluter, 
1996). However, the amounts of genetic and mutational  

variation expected under a neutral model are sufficient to 
support rates of evolution orders of magnitude higher than 
we observe (Hansen & Houle, 2004; Lynch, 1990; Uyeda et 
al., 2011). Furthermore, as noted, there are myriad factors 
that can decouple micro- and macroevolution (e.g., Erwin, 
2000; Jablonski, 2017b; Simons, 2002). Consequently, even 
as our ability to predict aspects of macroevolution from con-
temporary variation grows, we cannot yet explain why.

In this review, we explore the proposition—implied by the 
quote from Niels Bohr—that the paradox of predictability 
offers an exciting research opportunity to deepen our under-
standing of how microevolutionary processes are related to 
macroevolutionary patterns. We outline a research program 
that goes beyond the largely correlational evidence docu-
menting the divergence–variance relationships to secure a 
mechanistic understanding of the processes that cause the 
correlations. Such an understanding should incorporate 
data, concepts, methods, and results from many disciplines 
that have explored different dimensions of the paradox from 
the standpoint of recent work on evolvability: the capacity 
of a population to evolve in response to selection (Wagner 
& Altenberg, 1996). Those disciplines include paleontol-
ogy (Jablonski, 2023; Love et al., 2022), quantitative genet-
ics (Hansen & Houle, 2008), evolutionary developmental 
biology (Hendrikse et al., 2007), experimental evolution 
(Colegrave & Collins, 2008), comparative morphology 
(Klingenberg, 2008), and theoretical biophysics (Kaneko & 
Furusawa, 2018). With this in mind, we first clarify why the 
divergence–variance correlation is a paradox. Second, we 
confirm the generality of the correlation between variation 
and the rate and direction of phenotypic divergence through 
analyses of newly assembled time-series data. Then we show 
how different evolvability-oriented disciplines, including 
quantitative genetics, the comparative study of morphology, 
evo-devo, and paleontology, offer powerful complementary 
approaches to resolving the paradox. We conclude with a list 
of outstanding questions that help to clarify how distinct dis-
ciplines and approaches might be integrated, thereby advanc-
ing research on the paradox of predictability.

Why the divergence–variance correlation is 
paradoxical
Evidence for the correlation of variation and evolutionary 
divergence comes primarily from the study of morphological 
traits like size and shape that show polygenic inheritance (e.g., 
Houle et al., 2017; McGlothlin et al., 2018; Rohner & Berger, 
2023). Variation in evolutionary rates in this class of traits is 
determined by two factors: (i) evolvability, the capacity of a 
population to evolve (Wagner & Altenberg, 1996), and (ii) 
the factors that act on variation (including evolvability) to 
cause changes, such as natural selection or drift (Hansen, 
2023). The roles of these two factors are neatly captured in 
the multivariate Lande equation from quantitative genetics 
(Lande, 1979):

∆z̄ = Gβ (1)

The change over one generation due to selection (∆z̄) is 
determined by the additive genetic co/variance matrix G 
(G-matrix) and the direction and strength of selection (β). 
See Supplementary Box S1 in the Supplementary Information 
for more explanation. Because the evolutionary divergence 
represents the left side of Equation 1 (∆z̄) integrated across 
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multiple populations and/or taxa, the correlation between 
variation and divergence suggests that both G and the pat-
tern of selection should play a role in shaping the rate and 
direction of evolution. Based on this theoretical framework, 
there are two paradoxical aspects of the divergence–variance 
correlation.

First, the prevalence of divergence–variance correlation 
means that variation within populations often remains sim-
ilar over millions of years. Traditional models of the main-
tenance of genetic variation suggest that the stochasticity of 
mutation and drift plus the alteration of variation caused by 
natural selection will cause changes in genetic architecture 
(see Quantitative Genetics and the Paradox of Predictability 
section). In addition, studies of the relationship between gen-
otype and phenotype (the genotype–phenotype map: the GP 
map) suggest that phenotypic evolution over macroevolution-
ary timescales is liable to change the underlying propensity 
for genetic changes to alter phenotypes (i.e., variability). As 
we detail in Evo-Devo and the Paradox of Predictability sec-
tion there are theoretical and empirical results suggesting that 
the GP map can change the pattern of variation in short time 
scales. Despite these findings, there is ample evidence that the 
standing variation is remarkably consistent over long time 
periods (e.g., McGlothlin et al., 2018; Rossoni et al., 2019).

The second paradoxical aspect concerns why there should 
be a relationship between variation and long-term evolution 
(even given that variation is stable). There are two known 
classes of hypotheses that can explain divergence–variance 
correlations: “constraint” hypotheses, which share a premise 
that the amount of variation limits the rates of phenotypic 
divergence (Schluter, 1996), and “selection–shapes–variation” 
hypotheses that assume the same selective forces causing the 
pattern of long-term evolution also shapes the nature of varia-
tion to conform to that pattern (Cheverud, 1984; Riedl, 1978; 
Waddington, 1957). Both classes of hypotheses have serious 
difficulties in explaining the divergence–variance correlation 
in macroevolutionary timescales.

Over a short timescale of a few generations, we can readily 
explain a correlation between genetic variation and evolu-
tionary rate because standing genetic variation is the fuel that 
enables the response to selection or drift in a single genera-
tion (Equation 1). If genetic drift is the cause of evolutionary 
change, or if selection varies randomly in direction, change 
will be proportional to the amount of variation in a popula-
tion. We call this basic expectation a “constraint” hypothesis 
because it depends on genetic variation limiting the rate and 
direction of evolution. Constraint hypotheses, however, can-
not readily be extrapolated to macroevolutionary timescales. 
First, many factors can alter the amounts of genetic variation 
that a population harbors (Pélabon et al., 2023), including 
selection, genotype-environment interactions, gene flow, and 
population size. Thus, genetic variation in one population at 
a particular time might not predict variation in descendant 
populations (e.g., Pujol et al., 2018), let alone variation in 
sister taxa. Second, macroevolutionary rates are generally too 
slow for levels of genetic variation to be constraining (Hansen 
& Houle, 2004; Williams, 1992). For example, Houle et al. 
(2017) calculated that the expected neutral evolutionary rate 
for Drosophila wing shape would be 10,000 times larger 
than observed, a pattern typical for a wide range of taxa (e.g., 
Lynch, 1990). Evolutionary rates due to selection would gen-
erally be even higher. A third challenge to constraint hypoth-
eses is that empirical estimates of the scaling relationship 

between variation and divergence are near 1 (Holstad et al., 
2024; Houle et al., 2017), so rates of divergence are propor-
tional to variation. Genetic drift predicts a scaling relation-
ship of 1, but—as noted above—it also predicts evolutionary 
rates much higher than the observed rates of evolution. If 
fluctuating directional selection dictates the rate of evolution, 
we would expect a scaling relationship of 2, since both taxa 
would be independently subjected to directional selection. 
None of the simple models of phenotypic evolution, such as 
Brownian motion (BM) or Ornstein–Uhlenbeck processes can 
readily explain a scaling relationship near 1 (Bolstad et al., 
2014; Holstad et al., 2024; Houle et al., 2017). A plausible 
model explaining the scaling relationship between 0 and 1 
found in many datasets is a two-layered Ornstein–Uhlenbeck 
process where populations track fluctuating optima (Bolstad 
et al., 2014), a scenario that has recently been found to 
account for an effect of evolvability on evolutionary diver-
gence in two large datasets of both extant and extinct popu-
lations (Holstad et al., 2024).

The second class of hypothesis, which Rupert Riedl termed 
the “imitative epigenotype” hypothesis (Riedl, 1978), is that 
the pattern of genetic variation matches the long-term pat-
tern of selection. We label this a “selection–shapes–variation 
hypothesis” (see Olson & Miller, 1958; Riedl, 1978; Wagner 
et al., 1997; Houle & Rossoni, 2022 for related discussion in 
the literature). This class of hypotheses inverts the cause and 
effect of the constraints hypothesis by positing that within-
population variation is increased by past directional and dis-
ruptive selection and/or decreased by consistent stabilizing 
selection (e.g., Cheverud, 1984; Riedl, 1978; Waddington, 
1957; Wagner, 1996). Models have found plausible condi-
tions under which this matching of selective and variational 
patterns can evolve (Draghi & Wagner, 2008; Draghi & 
Whitlock, 2012; Jones et al., 2014; Pavlicev et al., 2011). 
The most likely route for past selection to shape current 
variation is through changes to variability—the tendency for 
genetic variation to cause changes in the phenotype (Wagner 
& Altenberg 1996). However, conditions where variability 
evolves in a counterintuitive manner are readily identified, 
such as an increase in variability when stabilizing selection 
is too strong (Hansen et al., 2006; Hermisson et al., 2003; 
Wagner et al., 1997). Over macroevolutionary timescales, 
dramatic and unpredictable changes in selective regimes are 
also likely (Jablonski, 2017a; Simons, 2002), calling into 
question whether selection provides an adequate basis for 
macroevolutionary predictions.

The lack of a clear explanation for the pattern becomes 
more troubling with every study that confirms the correla-
tion (Holstad et al., 2024; Opedal et al., 2023; Voje et al., 
2023a), particularly over long temporal scales (Houle et al., 
2017; Hunt, 2007; McGlothlin et al., 2018; Rohner & Berger, 
2023; Tsuboi et al., 2018). Our own analysis of evolution-
ary divergence and variation drawn from literature, which 
includes both paleontological and neontological data (Box 1; 
see Supplementary Information for methodological details), 
aligns with the finding of Holstad et al. (2024) that a positive 
correlation exists between variation and divergence also in 
paleontological data and suggests that the relationship is a 
general feature of phenotypic evolution across a broad range 
of temporal scales.

We acknowledge that our formulation of the paradox partly 
reflects our own view of what constitutes a paradox. The pur-
pose of our review is to offer a point of departure for future 
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Box 1:A case study: the paradox of predictability on generational timescales and beyond

To illustrate the generality of the paradox of predictability, we examined divergence–variance relationships using both extant and fossil data 
based on phenotypic time series—arrays of phenotypes measured from sequences of populations inferred to have ancestor-to-descendant 
relationships. Data from the long-term sampling of contemporary populations have been central to the study of predictability in microevo-
lution (Grant & Grant, 2002). When integrated with similar data from fossil lineages, the continuity of morphological changes from genera-
tional to geological timescales may be illuminated (Gingerich, 1983; Uyeda et al., 2011).

Fossil time series differ from contemporary ones in that they are subject to much greater temporal uncertainty. The ages of contem-
porary populations are essentially known without error, whereas dating sediments is complex and challenging (Gradstein et al., 2020). 
Moreover, fossil samples are generally time-averaged, as bioturbation and other sediment-mixing processes combine individual organisms 
that lived over a range of ages into a single sampled layer. Duration of this time averaging can be quite short, as in annually resolved sed-
iment layers, but they also can be substantial: up to millennia for robustly skeletonized taxa (e.g., Kowalewski et al., 2018; Tomasovych et 
al., 2022). This time averaging is a particular concern for the estimation of variational properties (Table 1), because any evolutionary changes 
occurring within the time-averaged interval will be collapsed into within-sample variation. This contaminates estimates of variation with 
divergence. Fortunately, empirical studies across a wide range of taxa, traits, and environments have found this variation inflation effect to 
be quite small (Bell et al., 1987; Di Martino & Liow, 2021; Hunt, 2004; MacFadden, 1989). As a result, it seems that variational properties 
measured from fossil samples generally reflect standing phenotypic variation, despite time averaging.

We compiled published data from both contemporary and fossil systems (see Supplementary Information for the data and details of 
analyses). To be included, studies had to: (1) provide data from two or more morphological variables, (2) be measured on a ratio scale, and 
(3) collect from three or more temporal populations of the same species in the same area for which estimates of elapsed time also were 
available. Our initial compilations found 15 studies containing 25 time series that fulfilled our criteria. For each ancestor-descendant pair of 
sequential populations, we computed the phenotypic variance in the direction of evolutionary divergence, along with the magnitude of this 
divergence (Figure 1a). Ordinary least-squares regression was used to test if variance predicted divergence magnitudes within each time 
series. We summarized these relationships by their slopes (Figure 1b).

Figure 1. The paradox of predictability tested with time series data. (a) Schematic illustration of our analysis. If variance and divergence are 
correlated, the log-log slope of the regression between these variables will be positive. The slope of 1 (= isometry) indicates that the divergence 
is exactly proportional to the variance. (b) An example data representing four morphological traits measured in the Collard Flycatcher Ficedula 
albicollis. Image taken from Cuvier (1828). (c) The relationship between divergence–variance slope and time lapse of each time-series dataset 
(N datasets = 25). No relationship (slope = 0) and isometry (slope = 1) are indicated with dashed and dotted lines, respectively. Estimates from 
extant and fossil time series are shown in different symbols with error bars representing ± 1.96 standard errors (SEs). A gray line shows a 
weighted GLS (by SEs) regression between slope and time lapse. Regression estimates and statistical tests are also shown.
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studies on related issues and paradoxes. Also, there are two 
definitions of macroevolution in the literature, one concerns 
distinct processes that are exclusively present at higher levels 
(e.g., Erwin, 2000; Jablonski, 2017a) and the other concerns 
all processes at and above the species level (e.g., Charlesworth 
et al., 1982; Futuyma, 2010). Our review primarily adheres to 
the latter which uses the species level as the defining feature 
of macroevolution. With these cautionary notes in mind, we 
turn to elaborating how quantitative genetics, comparative 
morphology, evo-devo, and paleontology can contribute to 
solving the paradox of predictability.

Quantitative genetics and the paradox of 
predictability
Quantitative genetics forms the theoretical foundation of the 
paradox of predictability and provides a basis to formulate 
the two classes of hypotheses introduced in the previous sec-
tion and predictions for empirical tests. Here, we address the 
potential causes of G-matrix stability and what accounts for 
the predictive relationship between variation and long-term 
evolution.

Variation, variability, and genetic architecture
Although the quantitative-genetic explanations come in dif-
ferent flavors, they share the core premise that the paradox 
rests on a trait-by-trait assessment of variation and selection. 
When each trait of an organism is considered independently, 
the standing genetic variation is typically high, indicating that 
a lack of genetic variation should not be a limiting factor for 
evolution. However, organisms do not comprise a collection 
of independent traits. Pleiotropy, where a single genetic vari-
ant affects two or more traits (Pavlicev & Cheverud, 2015), is 
widespread (Stearns, 2010) and leads to genetic covariances 
between traits. For example, the most variable aspect of mor-
phology is often overall size, and the sizes of most body parts 
are typically positively correlated with each other, suggesting 
that genetic variants affect the sizes of multiple body parts 
in similar ways (e.g., allometry; Marroig & Cheverud, 2005; 
Voje et al., 2014). It is widely accepted that genetic covariances 
caused by pleiotropy determine the short-term pattern of evo-
lutionary divergence (reviewed in Walsh & Blows, 2009), and 
emerging evidence indicates a role for genetic covariance in 
determining the pattern of long-term divergence (Sztepanacz 
& Houle, 2021). In addition, genetic variance is unevenly 
distributed in phenotype space. Some trait combinations  

have large amounts of genetic variation, such as the axis in 
multivariate morphospace that describes the general size of 
an organism (Marroig & Cheverud, 2005; Voje et al., 2014), 
whereas other combinations have far less.

In addition, it is not just the magnitude of genetic variance 
that is important for evolution. The same amount of genetic 
variance can be caused by different genetic architectures, and 
thus the specific genetic architecture may also be important. 
This points to explorations of the developmental, functional, 
and molecular mechanisms that translate genetic perturba-
tions into differences in phenotype (e.g., the GP map). Some 
GP maps result in large changes in phenotype for a given 
change in the genome, which confers a steep and potentially 
rugged form to the GP map. Conversely, a population in a 
flat part of the map will generate little genetic variation per 
mutation. Such knowledge on the form of the GP map will 
improve our explanations of why variation and variability 
differ across traits and taxa.

Over long timescales, variability (i.e., the propensity to 
vary) should be the predominant determinant of evolvability 
(Lande, 1976; Lynch, 1990; Lynch & Hill, 1986). Like stand-
ing variation, variability—often evaluated as the mutational 
variance—is often concentrated in a small part of the pheno-
typic space (Dugand et al., 2021; Hine et al., 2018), although 
mutational variance can affect all parts of the phenotype 
space (Houle & Fierst, 2013; Lynch, 1990). In two dipteran 
species, mutational variances are strongly correlated with 
both standing variation and rates of phenotypic divergence 
among populations or species, suggesting that mechanisms 
underlying variability evolve slowly, resulting in predictabil-
ity over macroevolutionary timescales (Houle et al., 2017; 
Rohner & Berger, 2023).

What intrinsic factors could make genetic 
architecture stable?
Evidence from quantitative trait locus mapping and genome-
wide association studies indicate that most quantitatively 
varying traits have a highly polygenic basis (Boyle et al., 2017; 
Sella & Barton, 2019). A useful model of variation in quanti-
tative genetics is the infinitesimal model, where a trait is deter-
mined by an infinite number of alleles with infinitely small 
effects (Barton et al., 2017). Although the infinitesimal model 
cannot be literally true, infinitesimal-like properties arise 
quickly when traits have a polygenic genetic architecture and 
when effective population sizes are large (Barton et al., 2017). 
This hypothesis is consistent with the remarkable success of 

All 25 datasets showed a positive slope, indicating that evolutionary changes were generally larger in morphological directions of high 
evolvability (Figure 1c). The relationship is noisy and only five of these slopes are statistically different from zero individually. Many of these 
time series are short, which introduces substantial noise in slope estimates. However, we see no mechanism by which this or other arti-
facts can plausibly account for the extreme preponderance of positive relationships between variance and divergence.

Hence, contemporary and fossil datasets both show paradoxical divergence–variance correlations, despite their vast differences in tem-
poral resolution. There is no relationship between elapsed time and slope (Figure 1c). This is inconsistent with previous studies finding a 
decay in predictability over longer, macroevolutionary timescales (Hunt, 2007; Schluter, 1996). This pattern is expected if the G-matrix itself 
evolves over time, but the rapidity and specific pattern of the decline are not easily predicted. From the viewpoint of selection–shapes–
variation hypotheses, this pattern might be explained if selection intensity changes over time. One explanation for the discrepancy is that 
divergence and evolvability may be subject to greater error in the fossil data because of variable fossil preservation, time averaging, and 
lower sample sizes. This would inflate the noise in estimates of variance in the fossil studies. We explored some of these possibilities 
(Supplementary Information results), but we were unable to find evidence that errors associated with fossil data could have artifactually 
generated these results (Supplementary Figure S5). Our analyses are consistent with Holstad et al. (2024) that the divergence–variance 
correlation is a common feature of phenotypic evolution in both neontological and paleontological samples.
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artificial selection experiments (Hill & Caballero, 1992), as 
well as predictions of trait evolution over ecological times-
cales of tens to hundreds of generations (Hill & Kirkpatrick, 
2010), and suggests that an infinitesimal-like genetic basis is 
common for quantitative traits. Importantly, the more poly-
genic a trait is, and the more intermediate allele frequencies 
are, the slower genetic variances will change under selection 
or drift (Barton, 2022). This can help to explain the long-
term stability of genetic variance despite large evolutionary 
changes in trait means.

A handful of studies have hypothesized how genetic 
architecture may differ between traits that have high and 
low genetic variation. For example, in an artificial selection 
experiment, Hine et al. (2014) applied directional selection 
to many multivariate trait combinations of G. They found 
that trait combinations with high genetic variation responded 
consistently to directional selection in all replicate popula-
tions. However, trait combinations with low genetic variance 
showed considerable variation in their responses, although on 
average they did respond as predicted. The authors suggested 
that the sampling of low-frequency deleterious alleles in 
low-variance trait combinations was responsible for the sto-
chastic responses observed. Similarly, Sztepanacz and Blows 
(2017) applied disruptive artificial selection to multivariate 
trait combinations that harbor the highest and lowest amount 
of additive genetic variance (i.e., gmax and gmin) and found 
that the response to selection in gmin was consistent with a 
genetic architecture of few deleterious alleles held at low fre-
quency in the starting population. If this implies a difference 
in the number, effect size, and pleiotropic effects of alleles that 
underlie trait combinations with high versus low genetic vari-
ation, mechanisms underlying such differences could help to 
explain long-lasting evolutionary constraints.

An infinitesimal-like, polygenic architecture for standing 
variation will make the G-matrix resistant to change from 
changes in allele frequency. As noted above, the pattern of 
variability, captured in the mutational variance co/variance 
matrix (M), is likely to play an important role in dictating 
genetic architecture. If M is stable, short-term changes in G 
are likely to represent fluctuations around a long-term expec-
tation set by the variability of the phenotype (Pélabon et al., 
2023; Svensson & Berger, 2019). Therefore, to explain the 
stability of G, we also need to explain how the structure of 
the GP map could keep M stable.

Following de Visser et al. (2003) and Hansen (2006), we 
distinguish three kinds of selective forces that potentially 
shape the GP map: intrinsic, adaptive, and congruent. Under 
the “intrinsic” hypothesis, the GP map is shaped by the evo-
lution of the mean phenotype. Once a population is driven to 
a high-fitness phenotype, the GP map that allowed the pop-
ulation to achieve that phenotype is preserved by stabilizing 
selection for the phenotype. This intrinsically generated GP 
map might be shared by clades of organisms, such as tetrapod 
vertebrates or radial echinoderms. The other two hypothe-
ses suggest that the GP map is also shaped by the nature of 
the genetic or phenotypic variation they allow a population 
to generate. In the “adaptive” scenario, genetic architecture 
is shaped directly by selection on the nature of the genetic 
variation that mutation produces. This might include min-
imizing mutations likely to have particularly deleterious 
effects or generating mutations more likely to be favored 
by changing environmental conditions. In the “congruence” 
scenario, the genetic architecture is shaped by selection on 

the organismal response to environmental variation, which 
indirectly shapes genetic architecture and the M matrix. If 
adaptive or congruent reshaping of the GP map is a primary 
determinant of variability, G-matrix stability rests on the sta-
bility of the selective forces that shape that variability. One 
simulation study suggested that the adaptive reshaping of 
variational properties of the GP map leads to a more stable 
G over a timescale of a few thousand generations (Jones et 
al., 2007). Although we have little empirical evidence about 
adaptive or congruent selection to explain a stable M matrix, 
either would have to be very consistent, or the evolutionary 
response in the GP map would have to be quite slow (see 
further discussion below).

What extrinsic factors could make genetic 
architecture stable?
Factors extrinsic to the organism—selection—can shape vari-
ation through either “adaptive” or “congruence” mechanisms 
(see above). Selection affects allele frequencies and short-term 
genetic variation due to directional, nonlinear (stabilizing or 
disruptive), and epistatic selection (Hansen & Wagner, 2023). 
Directional and nonlinear effects on genetic variation are 
summarized as ∆Gs = G

(
γ − ββT

)
G, where 𝞬 is a matrix 

describing multivariate nonlinear selection. Positive and neg-
ative values of 𝞬 represent disruptive and stabilizing selection, 
respectively. Expanding the right-hand side of the equation, 
we can see that change in G due to directional selection can 
be described as −GββTG = −∆z̄∆z̄T, indicating a reduc-
tion in genetic variance in the direction of expected evolu-
tionary change in trait means. Nonlinear effects are driven by 
stabilizing and disruptive selection, captured in Gγ G, which 
describes the forces respectively reducing and increasing 
genetic variation in the associated dimensions of trait space. 
Selection on epistatic effects results in alteration of the effects 
of alleles at all epistatically interacting loci. It is important to 
realize that genetic effects may be subject to all three types 
of selection simultaneously. For example, stabilizing selection 
creates epistasis, because the fitness of a variant depends on 
both the form of selection and the genetic background the 
variant occurs in. Variants with epistatic effects also necessar-
ily have direct effects on the phenotype (Hansen & Wagner, 
2001).

Selection may reshape variation through an adaptive 
mechanism when G is aligned with the shape of multivari-
ate stabilizing selection (Olson & Miller, 1958; Riedl, 1978; 
Waddington, 1957), such that G and -𝞬-1 share common 
leading eigenvectors (Arnold et al., 2001). For example, 
Pavlicev et al. (2011) demonstrated the existence of a class 
of genetic variants that change the relationship between traits 
and hypothesize that these allow the pattern of pleiotropy to 
evolve so as to generate coordinated covariation in function-
ally related traits and suppress covariance between unrelated 
traits. A simulation study demonstrates the plausibility of this 
process (Jones et al., 2014). Three studies have found evidence 
for alignment between G or P (phenotypic co/variance matrix) 
and stabilizing selection (Blows et al., 2004; Hohenlohe & 
Arnold, 2008; Punzalan & Rowe, 2016), supporting a role 
for nonlinear selection in maintaining patterns of multivariate 
genetic variation (but see Henry & Stinchcombe, 2023 for an 
example of poor alignment between nonlinear selection and 
G). Therefore, one explanation for the stability of G is that 
the pattern of multivariate selection may be stable over mac-
roevolutionary timescales.
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A related version of the selection–shapes–variation hypoth-
esis is that the long-term pattern of directional selection shapes 
G, rather than a fixed form of stabilizing selection. Periods of 
directional selection can favor epistatic variants that increase 
variability (Draghi & Wagner, 2008). Empirical evidence sup-
ports the possibility that episodic directional selection is com-
mon in nature. Studies of contemporary selection often find 
directional selection (Hereford et al., 2004; Morrissey, 2016), 
despite the expectation that the predominant pattern of selec-
tion should be stabilizing. However, theoretical work showed 
that fluctuating selection could generate long-term net sta-
bilizing selection (Haller & Hendry, 2014; Tufto, 2015), as 
an antagonistic directional selection acting on genetically 
correlated traits (Keightley & Hill, 1990). Empirically, the 
pattern of changes in body size over timescales less than a 
million years suggests that the optimal body size fluctuates 
within broad limits, which could be explained by fluctuat-
ing selection (Uyeda et al., 2011). Contemporary selection 
studies suggest that differences in precipitation partly predict 
variation in directional selection over both space and time 
(Siepielski et al., 2017). Consequently, traits for which direc-
tional selection is driven by precipitation can be expected to 
regularly experience switches in the direction of selection, set-
ting the stage for selection to shape variability that facilitates 
adaptation. Finally, studies of the genetic variation underlying 
multivariate trait combinations are consistent with stabilizing 
selection on genetic variation despite directional phenotypic 
selection (Delcourt et al., 2012; McGuigan & Blows, 2009; 
Sztepanacz & Rundle, 2012). This kind of adaptive reshaping 
of variability and variation could directly resolve the paradox 
of predictability, as the frequency and magnitude of changes 
in mean phenotype generate the selection on variability.

The other mechanism for a selection–shapes–variation 
hypothesis is the congruence scenario: direct selection for 
appropriate responses to environmental variation shapes G. 
The pathways that shape environmental and genetic varia-
tion are likely to be shared within an organism (Cheverud, 
1988). Those pathways are always under selection to have 
an adaptive norm of reaction across environments. In some 
cases, the high-fitness solution is to minimize responsiveness, 
favoring a flat norm of reaction; in other cases, a strong plas-
tic response and a steep norm of reaction will be selected. The 
shape of these environmental norms of reaction then dictates 
whether genetic variants have large or small effects on the 
trait. The ability of selection on environmental responsive-
ness to reshape variability and variation is supported by the-
ory (Draghi & Whitlock, 2012; Kaneko & Furusawa, 2006; 
Wagner et al., 1997). Recently, correlations between envi-
ronmental variation and the pattern of macroevolution were 
documented in several studies (Noble et al., 2019; Rohner 
& Berger, 2023), suggesting the relevance of a congruence 
scenario to help explain the paradox of predictability. To do 
so, shifts in optimal phenotypes over evolutionary time must 
correspond to the optimal pattern of environmental respon-
siveness, similar to the requirements for stabilizing selection 
on genetic variation to help explain the paradox.

The need for process-based macroevolutionary 
models of evolution in variance
Above, we identified several mechanisms that can shape 
the evolution of multivariate genetic variance. However, it 
remains difficult to reconcile how these mechanisms might 
jointly influence the evolution of G (and thus P) over longer 

timescales. A key conceptual challenge is the lack of tractable, 
phenomenological process models for the evolution of genetic 
variation in deep time. Some studies have applied BM models 
to understand variance evolution across a phylogeny (Haber, 
2011; McGlothlin et al., 2022). Although this approach may 
provide a pragmatic solution, it is conceptually fraught for 
two reasons: (i) since BM is derived from a model of evolu-
tion in trait means (Felsenstein, 1988; Lande, 1976), there is 
no guarantee that the same model is consistent with variance 
evolution; and (ii) variances are themselves bounded but BM 
is an unbounded process. We may instead expect variances 
to evolve under an Ornstein–Uhlenbeck process (Hansen, 
1997), where long-term stabilizing selection around a pheno-
typic optimum and pleiotropic mutation provides a restrain-
ing bound in the face of drift and recombination. However, 
we know little about how phenotypic optima may change 
through time, making it unclear how to parameterize such a 
model (Hansen, 2012; Rolland et al., 2023).

Similarly, the dynamics of selection over macroevolutionary 
timescales remain underexplored. There are two promising 
points of departure. The first is an exploration of ecological 
and demographic factors that lead to long-term stability in the 
pattern of selection. These include periodically changing abi-
otic environmental factors such as precipitation and tempera-
ture (Siepielski et al., 2017), as well as self-regulating biotic 
interactions that can preserve phenotypic variation through 
negative frequency-dependent selection and other stabiliz-
ing evolutionary forces (Chevin et al., 2022). Several recent 
macro-ecological models are also pushed in this direction 
(Hagen et al., 2021; Pontarp et al., 2019; Rangel et al., 2018). 
Climate emulators of past climate are used as spatiotemporal 
environmental templates on which macroevolutionary diver-
sification processes are modeled (Holden et al., 2019; Rangel 
et al., 2018). Nevertheless, the connection between environ-
mental variability and selection dynamics (e.g., Siepielski et 
al., 2017) needs further exploration.

The second is a refinement of our understanding of the 
macroevolutionary analog of the adaptive landscape (i.e., 
the covariance between phenotype and relative fitness; see 
Arnold et al., 2001). Currently, there are several heuristics 
that describe the macroevolutionary adaptive landscape, 
including adaptive zones (Simpson, 1944), primary optima 
(Hansen, 1997), species selection surfaces (Rolland et al., 
2023), and dynamic fitness landscapes (Pontarp et al., 2024). 
Elucidating how these heuristics are conceptually and empiri-
cally related to the adaptive landscape of contemporary pop-
ulations (Beausoleil et al., 2023) would be an important step 
toward explaining the paradox of predictability.

Resolution of the paradox needs insights beyond 
quantitative genetics
The traditional expectation is that G should vary over long 
timescales, leaving the distribution of selection as the prin-
cipal cause of the pattern of macroevolution (Arnold, 2023; 
Estes & Arnold, 2007; Hansen & Houle, 2004; Simpson, 
1944; Uyeda et al., 2011). This expectation is now challenged 
by mounting evidence of a correlation between variation 
and macroevolutionary divergence. Based on considerations 
reviewed in this section, it is necessary to shift our attention 
from variation to variability, the propensity of mutation to 
supply phenotypic variation (Lande, 1976; Lynch, 1990; 
Lynch & Hill, 1986). Most plausible models for the main-
tenance of polygenic variation rest on mutation, including 
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mutation-drift, mutation-selection, and, indirectly, migration-
selection balance. The exceptions are balancing selection 
models, but this type of model would not expect a correla-
tion between variation and evolutionary rate. Furthermore, 
relatively few polymorphisms are known to be maintained by 
balancing selection (Johnson & Barton, 2005). This implies 
that the key to the divergence–variance correlation is the 
underlying pattern of mutation, which is a function of the GP 
map. We therefore hold that a resolution of the paradox of 
predictability requires not only an understanding of quantita-
tive genetics but also the investigation of processes that shape 
genetic variation and the evolutionary forces acting over mac-
roevolutionary timescales.

Comparative morphology and the paradox of 
predictability
Although constraint and selection–shapes–variation hypothe-
ses have the potential to resolve the paradox fully or partially, 
we need data to empirically test predictions of these differ-
ent mechanisms. Here we focus on comparative morpholog-
ical work that offers testable functional, developmental, and 
ecological hypotheses for why variation remains stable over 
macroevolutionary timescales (Klingenberg, 2008, 2014). To 
connect comparative morphological studies to the mecha-
nisms and processes underlying the paradox, it is crucial to 
recognize that patterns of variance and covariance can be eval-
uated at different levels (Table 1). The first is variability—the 

potential or propensity to vary (Wagner & Altenberg, 1996). 
The second is genetic variation—the realized variation among 
individuals within a population. The third is divergence—the 
consequence of evolutionary changes among populations or 
species (Felsenstein, 1988). The final level is environmental 
variation, including plastic responses to the environment 
and unexplained variation around the trait mean. There is a 
clear causal relationship between the first three: variability is 
the source of variation, and variation directly affects diver-
gence (i.e., responses to selection, see Equation 1), at least in 
the short term. Environmental variation provides a tool to 
evaluate the congruence mechanism introduced earlier (e.g., 
Rohner & Berger, 2023). Below, we first summarize measure-
ments at each level and then illustrate how close attention to 
mechanisms, causes, and consequences of variational proper-
ties at different levels will help researchers to make progress 
toward explaining the paradox of predictability.

Measurements
Variability
Variability can be measured as mutational inputs to pheno-
typic variance, which is summarized in the mutational co/
variance matrix, M (Lande, 1980). M can be estimated in a 
mutation accumulation experiment (Halligan & Keightley, 
2009), which requires special protocols and involves poten-
tially enormous logistical costs. Consequently, M is difficult 
to estimate in most organisms and there are only a handful of 
available estimates (Pavličev et al., 2023). Recently, Rohner 

Table 1. Summary of measurements describing different aspects of variational properties in multivariate traits.

Level Metric Equation Source Measure

Variability Mutational co/variance 
matrix (M)

– Lande, 1976 Mutational rate of input of genetic variance

Fluctuating asymmetry 
co/variance matrix (F)*

cov(zl-zr) Van Valen, 1962 Developmental variability caused by local 
genetic/environmental perturbations

Variation† evolvability (e) β′Gβ Houle, 1992 The expected response to a unit directional 
selection gradient

Global conditional evolv-
ability (cglobal)

(β′G−1β)
−1 Hansen et al., 2003 The realized evolvability along a vector when 

all other directions are under stabilizing 
selection

Evolvability conditioned 
on a selected trait (cx)

Gz −
(
GzxG−1Gt

zx

)
Hansen et al., 2003 The realized evolvability of a focal trait (z) 

when a specified trait (x) is under stabilizing 
selection

Autonomy (a) and inte-
gration

c‡/e Hansen & Houle, 
2008

The fraction of e independent of trait covari-
ances. Integration is 1 – a

Eigenvector dispersion var(𝛌) Wagner, 1984; Pavlicev 
et al., 2009

The degree to which variances are concen-
trated on few dimensions

Divergence Divergence matrix (D) cov(̄z) – Divergence among population/species

Rate of evolution matrix 
(R)

– Lynch, 1991 Rates of evolution according to a multivariate 
Brownian motion model

Geodesic distance
»

Σ n
i=1log(λc·i)

2 Mitteroecker & Book-
stein, 2009

The shortest path between a pair of matrices

Response difference
»

β′(G1 −G2)
2
β Hansen & Houle, 

2008
The magnitude of the difference between pop-
ulations in response to a common β if they 
evolved from the same multivariate mean

Abbreviations: G: mean-scaled additive genetic co/variance matrix, zl and zr: phenotypes measured from left and right side of a bilaterally symmetric trait, β: 
mean-standardized selection gradient, 𝛌: eigenvalues of co/variance matrix, z̄: mean phenotype value of a population or a species, λc·i: eigenvalues  
of C = .G−1

1 G2.
*: also a measurement of environmental variation.
†: equations to evaluate genetic variation are presented. To measure environmental variation, replace G with environmental co/variance matrix (E).
‡: can either be cglobal or cx.

D
ow

nloaded from
 https://academ

ic.oup.com
/jeb/article/37/12/1413/7745387 by guest on 17 D

ecem
ber 2024



1421Journal of Evolutionary Biology, 2024, Vol. 37, No. 12

and Berger (2023) showed that nongenetic variation is cor-
related with variability, variation, and divergence in the single 
taxon they studied. To do this, they measured the fluctuating 
asymmetry covariance matrix (F), which summarizes devia-
tions from perfect symmetry between left and right homo-
logs of paired bilateral traits (Van Valen, 1962). F is probably 
caused by somatic–genetic and environmental perturbations 
during the developmental processes of growing phenotypes 
and may reflect the variability of phenotypes due to develop-
mental noise. Importantly, F is readily measured in any popu-
lation of symmetrical organisms, including fossil taxa (Smith, 
1998; Webster & Zelditch, 2011a, 2011b). Our understand-
ing of the generality of F as a measure of variability and its 
biological significance is still in its infancy (Rohner & Berger, 
2023; Saito et al., 2024), but if this relationship is general, it 
could considerably improve our ability to study variability 
and elevate the congruence mechanism to a leading explana-
tion for the paradox of predictability.

Genetic variation
The additive genetic covariance matrix, G, is the most widely 
used descriptor of variation in the literature of quantitative 
genetics. G is the part of the phenotypic covariance matrix, P, 
that is attributable to genetic kinship. Precise estimates of G 
require data from a large number of families with a known 
pedigree (or genetic relatedness), making robust estimates of 
G challenging even in laboratory populations (Steppan et al., 
2002). In comparison, P is far easier to estimate with high 
precision because the unit of measurement is the individual 
and not the family. There is an ongoing debate about whether 
P, the sum of G and other sources of phenotypic variation, 
is a reasonable proxy for G (reviewed in Love et al., 2022). 
However, there are conceptual and empirical grounds to sup-
port the substitution of G by P for morphological traits (Kohn 
& Atchley, 1988; Roff, 1995; Porto et al., 2009; Sodini et al., 
2018; but see Delahaie et al., 2017). A recent meta-analysis 
showed a tight and proportional relationship between genetic 
and phenotypic variance across a broad range of traits and 
taxa (Holstad et al., 2024). Typically, fossil record studies need 
to rely on P as a proxy because G is unavailable. However, 
broad-sense G (i.e., the sum of all genetic variances) can be 
estimated from fossilizable clonal organisms (Cheetham et al., 
1994).

Integration—the degree of covariation among traits—and 
modularity—the degree to which sets of integrated traits 
covary less than other such sets (Houle & Pélabon, 2023)—
affects the variational properties of a group of traits described 
by G or P. Using estimates of G or P, we can study how 
integration affects evolution through conditional evolvabil-
ity (Table 1), which quantifies the ability of a trait or trait 
combination to respond to directional selection when other 
traits are under strong stabilizing selection (Hansen & Houle, 
2008; Hansen et al., 2003). The most widely used measure-
ment of conditional evolvability assumes stabilizing selec-
tion in all traits except for the focal trait (global conditional 
evolvability in Table 1). An alternative conceptualization is 
to identify traits that are under stabilizing selection based on 
ecological and functional evidence, and then condition only 
with respect to those traits (Nilsson et al., 2024). From con-
ditional evolvability, autonomy (a) can be estimated as the 
fraction of evolvability that remains after covariances are 
considered. If traits are entirely independent (i.e., no inte-
gration), then phenotypic space has as many dimensions as 

traits, but trait correlations can reduce the number of effec-
tive dimensionalities (McGuigan & Aguirre, 2016). Another 
metric of integration is the eigenvalue dispersion (Pavlicev et 
al., 2009; Wagner, 1984), which quantifies the sphericity of 
a matrix. A simplified version of this metric is the effective 
number of dimensions (Kirkpatrick, 2009) that evaluates the 
contribution of the leading eigenvector (i.e., gmax) to the 
total variance (see Watanabe, 2022 for further details about 
eigenvalue dispersion indices).

Divergence
The most intuitive way to measure divergence is to evaluate 
the variance of mean phenotypes across populations or spe-
cies, which in a multivariate case yields the divergence co/
variance matrix (D). D is determined by a shared evolution-
ary history, adaptation to a shared ecological niche, adapta-
tion to a lineage-specific ecological niche, and environmental 
variation. The component due to shared evolutionary history 
can be estimated using relatedness among populations or 
species. Assuming a multivariate BM model of evolution, one 
can use the branch length of a phylogeny, either measured in 
the unit of the expected number of substitutions or millions 
of years, to estimate the rate of evolution matrix, R, in an 
analogous manner as to when genetic relatedness informa-
tion is used to estimate G (Housworth et al., 2004; Lynch, 
1991).

When estimates of variance (P and G), variability (M 
and F), or divergence (D and R) are available from multi-
ple populations, species, or groups of species, the divergence 
of covariance matrices can be evaluated. Among a variety 
of metrics and approaches for comparing covariance matri-
ces (reviewed in Aguirre et al., 2014), geodesic distance 
(Mitteroecker & Bookstein, 2009), and response difference 
(Hansen & Houle, 2008) provide useful summary statistics 
that can be combined with variability and variance mea-
sures. The former characterizes the shortest paths between 
a pair of matrices, taking into consideration all aspects of 
the matrix (e.g., size, shape, and orientation) (Houle & 
Fierst, 2013; Mitteroecker & Bookstein, 2009); the latter 
characterizes the difference in response to the same selection 
gradient when two populations are assumed to evolve from 
the same multivariate mean phenotype (Milocco & Salazar-
Ciudad, 2022).

Bridging variational levels in evolutionary analysis
Equipped with variational properties measured at different 
levels, we can study the relationships among them. Fortunately, 
most measurements (see Table 1) can be extracted from co/
variance matrices estimated at different scales of biological 
organization (e.g., among individuals within a population, 
among populations, or among species). An intuitive approach 
to analysis is therefore to (i) estimate a variational property 
at one level, (ii) estimate the same (or other) property using 
the co/variance matrix at another level, and then (iii) evaluate 
their relationships using regressions. Although methodolog-
ically straightforward, this practice includes an important 
conceptual challenge. To illustrate this, consider two models 
of phenotypic evolution that each captures the constraint 
and selection–shapes–variation hypotheses. Lynch and Hill 
(1986) considered a case where the divergence (D and R) is 
governed predominantly by drift and mutation in the absence 
of selection to yield:

D ∝ 2M (2)
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where M is the mutational co/variance matrix. Focusing on 
selection, Felsenstein (1988) and Zeng (1988) presented a 
model where divergence is determined by the product of mul-
tivariate selection, 𝞬, and the G-matrix.

D ∝ Gγ G (3)

In real biological systems, divergence is almost certainly 
influenced by both drift and selection, suggesting that both 
constraints (Equation 2) and selection (Equation 3) shape the 
pattern of divergence. Their contributions can then be tested 
by relating M, G, and 𝞬 with D (or R). Hypothetical scenar-
ios in Equations 2 and 3 are illustrated in Figure 2a and b, 
considering P as an estimate of the underlying M and G. In 
these ideal cases, we will be able to separate the effect of con-
straints and selection by comparing the effect of P and 𝞬 on D 
using standard statistical tests. However, the selection is likely 
to change the variational properties themselves, as has been 
suggested both theoretically (Jones et al., 2004, 2014) and 
empirically (Blows et al., 2004; Hohenlohe & Arnold, 2008; 
Punzalan & Rowe, 2016). This results in a situation where 
the correlations among variational properties are consistent 
with both hypotheses (Figure 2c).

Attention to the distinctive causes, consequences, and con-
cepts of variation at different levels will facilitate a more 
nuanced and deeper understanding of the causes of the rela-
tionship—or lack thereof—between these properties at lower 
and higher levels of organization. For example, integration 
at the population level is due primarily to pleiotropy, where 
shared genes and developmental pathways create covaria-
tion patterns (Pavlicev & Cheverud, 2015). Measurements 
at this level can be used to evaluate evolvability (variance) 
or its underlying mechanistic causes (variability), and their 
evolutionary consequences, by plugging these estimates into 
the Lande–Arnold equation (Equation 1). The pattern of co/
variances among species (e.g., Guillerme et al., 2023) in turn 
quantifies both the patterns of internal constraints and their 
consequences on evolutionary changes. At this level, several 
different factors and evolutionary processes are at play, includ-
ing pleiotropy, correlational selection, mutational input, and 
genetic drift (Armbruster & Schwaegerle, 1996; Felsenstein, 
1988; Svensson et al., 2021; Zeng, 1988). All these factors and 
processes may in part be influenced by higher-level evolution-
ary processes, such as species selection (De Lisle et al., 2021; 
Erwin, 2000; Jablonski, 2017b) or species drift (Chevin, 2016).

These considerations illustrate the complementary nature 
of the data acquired at different levels of organization and 
timescales. Although quantification of variational properties 
at the population level and below (i.e., variation and vari-
ability) is paramount for disentangling the relative contribu-
tion of intrinsic, adaptive, and congruent causes for observed 
patterns (Armbruster & Schwaegerle, 1996; Love et al., 
2022; Zelditch & Goswami, 2021), covariation patterns at 
higher levels are necessary to understand how the possibilities 
offered by evolvability are explored and realized in biologi-
cal systems (Hopkins et al., 2016). In other words, analyses 
bridging variational properties across multiple levels require 
careful attention to the connection between biological mean-
ing and measurement—measurement theory (Houle et al., 
2011; Voje et al., 2023b). For example, Machado et al. (2023) 
recently showed that a model of phenotypic macroevolution 
inspired by developmental processes substantially outper-
forms simpler models in explaining the pattern of macroevo-
lution in mammalian tooth morphology. This highlights the 
direct benefit of mechanism- and process-oriented approaches 
to evolutionary analyses for advancing our understanding of 
the paradox of predictability.

Evo-devo and the paradox of predictability
Among the most promising approaches to solving the para-
dox of predictability is evolutionary developmental biology 
(evo-devo) because it has the potential to span levels of orga-
nization and timescales. Evolvability is a core area of evo-
devo research (Hendrikse et al., 2007). However, the problem 
agenda of evolvability in evo-devo is radically different from 
that of evolvability in quantitative genetics. Quantitative 
genetics puts the generative mechanisms underlying evolv-
ability in a black box and takes the observed pattern of vari-
ation and variability as the point of departure. Conversely, 
evo-devo seeks to open the black box, asking how and why 
differences in evolvability may arise. An evo-devo approach to 
the paradox of predictability facilitates exploring the causes 
of variability, and the potential for variability itself to evolve.

The genotype–phenotype map
The mutational, phenotypic, genetic, and environmental 
variance and covariance matrices (Supplementary Box S1,  
Table 1) are all population-level summaries of phenotypic 

Figure 2. Schematic illustration of how divergence (Dmatrix, dashed ellipse), within-species matrices (Pmatrix1,2,3, bold ellipses), and nonlinear selection 
(𝞬matrix, non-bold solid ellipse) would be related. The bivariate mean is in the center of each matrix (dots) and the two major axes of variation 
(eigenvectors) are also depicted. (a) D is proportional to P, suggesting that the pattern of divergence is shaped by the pattern of variation, supporting 
the constraint hypothesis. (b) D is proportional to 𝞬, suggesting that the pattern of divergence is shaped by multivariate stabilizing selection, supporting 
the selection–shapes–variation hypothesis. (c) D is proportional to both P and 𝞬. The relationship is consistent with both hypotheses, and one cannot 
disentangle the two from these relationships.
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variation. The change and stability of this variation through 
evolution is therefore affected by the developmental pro-
cesses that generate variation in phenotypes from variation in 
genetic and environmental factors (Hallgrímsson et al., 2023; 
Hendrikse et al., 2007). A useful conceptual framework to 
study these effects of development on the evolution of pheno-
typic variation is the GP map, which describes how genotypes 
are translated into phenotypic variation through cellular 
properties, development, and physiology (Lewontin, 1974).

Studies of the GP map, either in specific developmental sys-
tems (Green et al., 2017) or in abstract formal frameworks 
(Carter et al., 2005; Le Rouzic et al., 2013), have demonstrated 
that the GP map can be highly complex and nonlinear for 
many classes of traits. These nonlinearities can have profound 
effects on the structure of co/variance matrices and how they 
evolve, particularly for populations under directional selec-
tion. For example, additive genetic variance can increase or 
decrease under the same directional selection regime depend-
ing on whether gene interactions are, on average, positive, or 
negative (Carter et al., 2005). Milocco and Salazar-Ciudad 
(2022) showed that additive genetic variance can evolve in 
multiple ways depending on the curvature of the GP map, 
differing from the expectations for a linear map (Jones et al., 
2012). The existence of nonlinear GP maps in nature is sup-
ported by the effects of variants of major effect genes, such 
as Bmp4 in Darwin’s finches and cichlids (Abzhanov et al., 
2004; Parsons & Albertson, 2009) or EDA in populations 
of sticklebacks (Barrett et al., 2008), where transient effects 
during the process of fixation would be expected to decouple 
variation and evolution.

Because variance can evolve differently depending on the 
curvature of the GP map when a population is under direc-
tional selection, we can interpret these changes in variance as 
a collateral effect of selection on trait means in a population. 
As the mean of the population changes, the region of the GP 
map that the population experiences also changes. These dif-
ferent regions may have different local properties that will 
result in different mappings of genetic to phenotypic variation 
(Milocco & Salazar-Ciudad, 2022). It has been argued that 
this mechanism, known as the directional epistasis, maybe 
the primary force for the evolution of variance (Hansen & 
Wagner, 2023). A recent empirical study has suggested that 
directional epistasis may be common in nature (Bourg et al., 
2024).

The strong nonlinearities that emerge in these model GP 
maps deepen the paradox of predictability. If small changes 
in trait mean lead to large changes in variability, we do 
not expect that the variation in any population will be sta-
ble enough to predict divergence across macroevolutionary 
timescales. However, as we have emphasized, empirical evi-
dence suggests that divergence–variance correlations are sur-
prisingly common (Opedal et al., 2023; Voje et al., 2023a; 
Holstad et al., 2024, Box 1).

The apparent prevalence of divergence–variance correla-
tions despite epistatic interactions and a nonlinear GP map 
might be explained in several ways. First, our observations 
may represent a biased sample of GP maps. The divergence–
variance relationship has so far been shown mainly in slowly 
evolving phenotypes, such as wings of Diptera, which may 
evolve in a linear region of the GP map. Although divergence–
variance correlations have also been observed in systems 
where substantial changes in trait means are documented 
(Bolstad et al., 2014; McGlothlin et al., 2018), it is possible  

that we have not yet sampled a sufficient variety of GP maps 
in nature. Identification of systems in which variation and 
evolutionary rate are decoupled (Tsuboi et al., 2018), or 
comparing variability and variation observed from empirical 
data with those derived from developmental models (Milocco 
& Salazar-Ciudad, 2020, 2022), would be informative to 
address this possibility. Second, nonlinearities in the GP map 
may not refer to timescale per se but to the movement of pop-
ulation means in genotype and phenotype space. Genetic vari-
ance could evolve rapidly for populations under directional 
selection when the GP map is complex and where the means 
are expected to diverge. In contrast, such rapid shifts in the 
mean and variance may be rare when populations experience 
stabilizing selection. This explanation returns us to the open 
question of what is a common form of long-term selection in 
nature (e.g., Hansen, 2012; Rolland et al., 2023).

Gene expression
Gene expression is a key element of the GP map, influenc-
ing all other aspects of organismal form and function. Gene 
expression can be treated as a quantitative trait at the inter-
face of genotype and phenotype. This makes gene expres-
sion traits useful models for the study of both genetic and 
environmental effects. Since expression can be measured at a 
genome-wide scale, it gives us the ability to study variability 
and variation comprehensively. Consequently, the variation 
in expression offers a powerful tool to draw inferences about 
the GP map.

Studies of gene expression illuminate the generative 
mechanism of phenotypic variance. For instance, dose-
response curves of gene expression may be a central com-
ponent of GP map nonlinearity. Experiments in mice show 
that the expression level of genes Fgf8 and Wnt9b, which 
affect skull development, underlie phenotypic variation 
(Green et al., 2017, 2019). Interestingly, in the case of Fgf8, 
nonlinearity enhanced robustness (Green et al., 2017)—a 
mechanism that buffers the impact of environmental and 
genetic perturbations on phenotypic expression (reviewed 
in Signor & Nuzhdin, 2018). Robustness may provide a 
plausible molecular mechanism for why rates of phenotypic 
evolution can be orders of magnitude slower than expected 
from genetic and mutational variance (Houle et al., 2017; 
Lynch, 1990).

In addition, cis (polymorphisms of the gene itself) or trans 
(external products targeting the expressed gene) regulatory 
elements may contribute to the long-term stability of pheno-
typic variation. These elements can interact in a compensa-
tory fashion and further enhance robustness at the phenotypic 
level. These co-adapted compensatory mechanisms could 
maintain phenotypic variation within limited bounds, con-
tributing to the stability of G. Empirical studies show that 
phenotypic variation rapidly changes when these mechanisms 
are disrupted through migration or hybridization (Mack et 
al., 2016; McGirr & Martin, 2019). Expression stability, plas-
ticity, and mutational effect also are determined by the posi-
tion of genes within regulatory networks (Uller et al., 2018) 
and their redundancy in such networks (Hallgrimsson et al., 
2019). Moreover, gene expression variability is influenced by 
microRNAs (Siciliano et al., 2013), a class of abundant, small 
noncoding RNAs in many developmental processes, including 
morphogenesis (Giraldez et al., 2005; Horta-Lacueva et al., 
2023). Documenting such molecular mechanisms and asking 
how these mechanisms translate into variability and variation 
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at the level of functional phenotypes will be a fruitful future 
path for resolving the paradox of predictability.

Paleontology and the paradox of predictability
Paleontology has a rich history of studying evolvability 
(reviewed in Love et al., 2022). The fossil record stands as 
the sole direct source of temporal data from the history of 
life, making it a valuable resource for addressing unanswered 
questions related to the paradox of predictability. Some of the 
most striking places to observe the direct pay-offs of fossil 
data are in reconstructing ancestral character states (Ksepka 
et al., 2020), establishing a trend (Puttick, 2018), securing 
more realistic rate data (Liow et al., 2023), and helping to 
sample phenotypic spaces that are not represented by extant 
organisms (Mitchell, 2015). Although utilizing and interpret-
ing variational properties of fossil data is challenging, research 
has shown that estimates of variational properties from fossil 
samples closely approximate standing variation in contem-
porary populations (Hunt, 2004, also see discussion on time 
averaging in Box 1). Studies examining the extent to which 
within-population variation predicts divergence beyond 
microevolutionary timescales consistently provide evidence 
for a positive divergence–variance relationship (Brombacher 
et al., 2017; Holstad et al., 2024; Hunt, 2007; Renaud et al., 
2006; Voje et al., 2020). Notably, all measurements summa-
rized in Table 1 can be secured from paleontological datasets 
except for M, provided the phenotypic co/variance matrix is 
reasonably representative of the underlying G (Love et al., 
2022). Overall, the distinct merits of paleontology for making 
robust evolutionary inferences hold great promise for study-
ing the paradox of predictability.

Recently, Holstad et al. (2024) analyzed two large datasets 
of contemporary and fossil samples and found a strong rela-
tionship between evolvability and divergence in both datasets. 
Our analysis (Box 1) confirms the finding of Holstad et al. 
(2024) that the divergence–variance relationship holds in the 
fossil record, and suggests two questions that may illuminate 
the generative mechanisms behind the paradox of predict-
ability: (1) Why do some datasets show stronger and tighter 
divergence–variance relationships than others? (2) Can we 
use additional information to increase the predictability of 
macroevolutionary divergence from standing variation within 
a population? For instance, the two species of planktonic for-
aminifera from Brombacher et al. (2017) showed varying 
strength of divergence–variance relationships (Globoconella 
puncticulata: slope ± SE = 0.39 ± 0.22, r2 = 0.04, 
Truncorotalia crassaformis: slope ± SE = 0.62 ± 0.22, 
r2 = 0.10, Supplementary Table S2, Supplementary Figure S2). 
Interestingly, the species that underwent morphological shifts 
in three temporal regimes that are radically different in their 
abiotic environments (G. puncticulata) exhibited a weaker 
relationship, supporting the idea that the strength and scal-
ing exponent of divergence–variance relationship depends 
partly on the selective regime. This provides circumstantial 
evidence favoring selection–shapes–variation hypotheses over 
constraint hypotheses. Thus, datasets that include shifts in the 
environment (Antell et al., 2021; Brombacher et al., 2017; 
Hunt et al., 2015), ecology (Liow et al., 2017), or other vari-
ables that lead to shifts in selective regimes (Di Martino & 
Liow, 2021) will be particularly valuable to disentangle and 
test the two major explanations of the paradox. Adding more 
data to our compilation through a more rigorous and system-

atic search of the literature and community databases (e.g., 
the Mammal Diversity Database, the Paleobiology Database, 
Neotoma Database, and FuTRES Database) should illumi-
nate these questions more thoroughly.

The paradox of predictability encourages neontological 
researchers to utilize fossil record data. Some neontological 
biologists may be working on a group of organisms that has 
fossil data but are unaware of its potential to inform their 
evolutionary research. New researchers just starting out and 
deciding which system to adopt might make a different deci-
sion if they were aware of available fossil data. Established 
scientists may not appreciate how fossil data can improve 
or enrich evolutionary inferences in their system or might 
be unsure how to use it. In all three cases, attention to the 
distinct and complementary roles of quantitative genetics 
(genetic data and theory development), comparative mor-
phology (measurements and empirical tests), and evo-devo 
(verifications and extensions of key assumptions) clarify how 
paleontological data and approaches can be integrated fruit-
fully into neontological research. Considering the irreplace-
able role of the fossil record as the source of longitudinal 
observation of evolution over geological timescales, we argue 
that the ultimate test for all hypotheses proposed in this arti-
cle will require some form of paleontological data.

Conclusions and outlook
The prevalence of positive correlations between standing 
variation in contemporary populations and macroevolution-
ary rates and the direction of phenotypic divergence is para-
doxical. However, it also offers novel prospects for bridging 
evolutionary timescales. Historically, the relationship between 
microevolution and macroevolution has been posed primarily 
as a substantive, single question with two options: (i) macro-
evolution is the summation of microevolutionary processes 
(Arnold, 2014; Charlesworth et al., 1982) and (ii) macro-
evolution involves distinct processes from microevolution 
(Erwin, 2000; Jablonski, 2017b). More than a decade ago, 
Uyeda et al. (2011) argued that “We lack a comprehensive 
understanding of evolutionary pattern and process because 
short-term and long-term data have rarely been combined 
into a single analytical framework” (p. 15908). Our discus-
sion of the paradox of predictability points to a common 
analytical framework that could bridge timescales in evolu-
tionary analysis. Instead of a single question to be answered, 
we are challenged to identify short-term and long-term data 
that can be related to each other. Building such relationships 
forms an open-ended research program that can be pursued 
using multiple analytical frameworks. Our article is intended 
as an illustration of how this might be done in the context of 
an evolvability research framework.

Although the four areas of evolvability-oriented research 
(quantitative genetics, paleontology, comparative morphology, 
and evo-devo) highlight the complementary nature of data, 
theories, methods, and empirical insights that can be acquired 
from each approach, implementation of cross-disciplinary 
research is challenging (Liow et al., 2023). To incentivize and 
facilitate future collaborations, the distinct roles and major 
limitations of each approach must be recognized.

Quantitative genetics offers a theoretical definition and 
clarifies what counts as evolvability to make evolutionary 
inferences from two estimable aspects of a population (G 
and a selection gradient). The application of this approach 
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is limited by two assumptions. First, the distribution of 
the phenotypes should be continuous. Second, to compare 
quantitative-genetic parameters across populations and spe-
cies, the traits should be amenable to mean-standardization 
(Hansen & Houle, 2008). These assumptions make it difficult 
for quantitative genetics to study discrete traits such as color 
polymorphism and alternative life histories (e.g., mating sys-
tems) or traits measured on scales that cannot be standardized 
in a way that makes them comparable among populations or 
species, such as ratios, count, or Julian date (i.e., breeding 
date in birds, Hadfield & Reed, 2022). Currently, the scope of 
the paradox of predictability is limited to the realm wherein 
these specific assumptions are fulfilled.

Comparative morphology provides empirical data to test 
theoretical predictions and conceptual ideas. Identification 
and evaluation of ecological, functional, and developmen-
tal hypotheses explaining the observed patterns of variance 
and covariance is the primary role of this area (Klingenberg, 
2008; Melo et al., 2016; Zelditch & Goswami, 2021). The 
ever-growing availability of large molecular phylogenies and 
open-source phenotypic databases (e.g., Munoz & Price, 
2019) suggest that phylogenetic comparative studies of mor-
phology represent a promising path to assessing the general-
ity of the paradox. However, caution is warranted because 
the relationship between measurements and their biological 
meaning is frequently overlooked (Houle et al., 2011; Voje et 
al., 2023b). Our advocacy for a methodological orientation 
to bridging timescales in evolutionary analysis foregrounds 
these concerns. Attention to the distinctive causes, conse-
quences, and concepts in measurements of variance and cova-
riance patterns at different levels of biological organization, 
based on sound measurement theory, will be critical to facil-
itating a richer integration of comparative morphology with 
other research approaches (Machado et al., 2023).

To that end, evo-devo contributes causal explanations of 
variation that both address the paradox and deepen it. On 

the one hand, a GP map motivated by empirical knowledge 
of developmental processes (Milocco & Salazar-Ciudad, 
2020) and the identification of molecular mechanisms that 
produce phenotypic variation (Green et al., 2017) will inform 
us about when the evolvability framework from quantita-
tive genetics does (and does not) work. Given the generality 
of the divergence–variance relationship in quantitative and 
polygenic traits, an understanding of the developmental and 
molecular mechanisms that characterize the GP map of this 
class of traits will be necessary to explain the paradox. On 
the other hand, the prevalence of nonlinearity in model GP 
maps, potentially causes rapid change in variational proper-
ties (Hansen & Wagner, 2023; Milocco & Salazar-Ciudad, 
2022), and genes with major effects (Abzhanov et al., 2004; 
Parsons & Albertson, 2009) contradict the apparent general-
ity of the divergence–variance relationship. This likely reflects 
the focus of current evo-devo research, which preferentially 
studies characters that are unlikely to satisfy the infinitesimal 
assumption of quantitative genetics. One possibility for facil-
itating better integration of frameworks from evo-devo and 
quantitative genetics is for both fields to pay closer attention 
to genetic architecture that is intermediate between infinites-
imal and single-locus models, such as “omnigenic” models 
(Boyle et al., 2017).

Paleontology provides temporal data on millennial or lon-
ger timescales and offers the ultimate empirical test for the 
paradox of predictability. It significantly broadens the tem-
poral scope of the paradox and provides realistic estimates 
of divergence. Fossil time series provide longitudinal data of 
phenotypic change beyond contemporary timescales (Box 1). 
In addition, the fossil record is the only source of data on 
intermediate temporal spans that are greater than 102 years 
but less than 105 years. Although data from this time span are 
currently rare (Figure 1), targeting fossil systems that allow 
for fine-grained temporal resolution (Harmon et al., 2021; 
Liow et al., 2023) may address this deficit. The abundance of 

Table 2. Outstanding questions relevant to addressing the paradox of predictability.

Level Outstanding questions

Variability •	� Is fluctuating asymmetry (FA) correlated with variability? If so, can we disentangle genetic and micro-
environmental causes of FA?

•	 Can FA be reliably measured in the fossil record (Smith, 1998)?
•	 Is FA co/variance (F) correlated with mutational co/variance (M) (Rohner & Berger, 2023)?

Between variability and variation •	 How can the prevalence of large-effect nonlinearity in the GP map (Milocco & Salazar-Ciudad, 2022) 
be reconciled with the paradox of predictability?

•	 What are the molecular mechanisms of phenotypic robustness (Green et al., 2017)? How common are 
they?

•	 Is the multivariate selection surface (γ) aligned with M and F (Svensson & Berger, 2019)?

Variation •	 To what extent can phenotypic co/variance (P) be used as a proxy for additive genetic co/variance (G), 
both in morphological and other traits?

•	 What are the genetic and developmental mechanisms that generate a resemblance among P, G, and 
environmental co/variance (E)?

•	 Can the pattern of integration, autonomy, and modularity explain the residual variance of the diver-
gence–variance relationship?

Between variation and divergence •	 How can spatiotemporal variation in contemporary selection (Siepielski et al., 2017) give rise to a 
stable macroevolutionary adaptive zone (Simpson, 1944) and primary optimum (Hansen, 1997)?

•	 Under what circumstances do divergence–variance relationships break down? Is the breakdown related 
to taxonomic levels (Guillerme et al., 2023), ecological shifts (Brombacher et al., 2017), or novel devel-
opmental pathways (Tsuboi et al., 2018)?

Divergence •	 What is the tempo and mode of evolution in co/variance matrices?
•	 How can process-based macroevolutionary models of co/variance be constructed?
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paleontological datasets with these resolutions (https://www.
neotomadb.org) suggests rich yet underutilized resources for 
morphological studies. Applicability of the evolvability frame-
work in the fossil record must grapple with a variety of issues, 
such as the sparseness and incompleteness of fossil samples. 
There are ways to address some of these issues through strate-
gic collaborations (Love et al., 2022) and new tools. Notably, 
advances in the automated extraction of information from 
digital images (Lürig et al., 2021) hold great promise for 
improving the quality of fossil record data (Brombacher et 
al., 2017; Di Martino & Liow, 2021; Yu et al., 2024).

The paradox of predictability offers numerous promising 
avenues for linking micro- and macroevolution. However, 
our excitement should be tempered because this predictabil-
ity is difficult to explain using existing evolutionary models 
of phenotypic evolution—prediction is not an explanation. 
The demonstration of evolutionary predictability without an 
investigation to understand its explanatory causes and mech-
anisms is “little more than alchemy” (Endler, 1986, p. 164). 
Yet there are a variety of questions that can be pursued that 
will help in resolving the paradox (Table 2). Further prog-
ress is contingent on interdisciplinary collaboration that inte-
grates multiple research approaches, the deployment of new 
conceptual and methodological tools, and tests of explicit and 
explanatory hypotheses. Given that this progress is already 
on display (Holstad et al., 2024; Liow et al., 2023; Opedal et 
al., 2023; Rohner & Berger, 2023; Saito et al., 2024; Voje et 
al., 2023a), we anticipate that efforts to resolve the paradox 
of predictability could bridge micro- and macroevolution.
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Biology online.
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