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A B S T R A C T 

We present deep, sub-arcsecond ( ∼2000 au) resolution ALMA 0.82-mm observations of the former high-mass prestellar core 
candidate G11.92–0.61 MM2, recently shown to be an ∼500 au-separation protobinary. Our observ ations sho w that G11.92–0.61 

MM2, located in the G11.92–0.61 protocluster, lies on a filamentary structure traced by 0.82-mm continuum and N 2 H 

+ (4-3) 
emission. The N 2 H 

+ (4-3) spectra are multipeaked, indicative of multiple velocity components along the line of sight. To analyse 
the gas kinematics, we performed pix el-by-pix el Gaussian decomposition of the N 2 H 

+ spectra using SCOUSEPY and hierarchical 
clustering of the extracted velocity components using ACORNS . Seventy velocity- and position-coherent clusters (called ‘trees’) 
are identified in the N 2 H 

+ -emitting gas, with the eight largest trees accounting for > 60 per cent of the fitted velocity components. 
The primary tree, with ∼20 per cent of the fitted velocity components, displays a roughly north–south velocity gradient along 

the filamentary structure traced by the 0.82-mm continuum. Analysing an ∼0.17 pc-long substructure, we interpret its velocity 

gradient of ∼10.5 km s −1 pc −1 as tracing filamentary accretion towards MM2 and estimate a mass inflow rate of ∼ 1 . 8 × 10 

−4 

to 1.2 ×10 

−3 M � yr −1 . Based on the recent detection of a bipolar molecular outflow associated with MM2, accretion on to 

the protobinary is ongoing, likely fed by the larger scale filamentary accretion flows. If 50 per cent of the filamentary inflow 

reaches the protostars, each member of the protobinary would attain a mass of 8 M � within ∼ 1 . 6 × 10 

5 yr, comparable to 

the combined time-scale of the 70- µm- and mid-infrared-weak phases derived for ATLASGAL-TOP100 massive clumps using 

chemical clocks. 

Key words: stars: formation – stars: protostars – ISM: kinematics and dynamics – ISM: molecules. 
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 I N T RO D U C T I O N  

ow mass aggregation proceeds during the formation of high-mass 
tars ( M ZAMS ≥ 8 M �) is a key open question in studies of star
ormation and the interstellar medium (ISM). In particular, whether 
nd how the large-scale ( � 1 pc) environments of young high-mass
tars affect their mass collection remains unclear: from what spatial 
cales do high-mass stars assemble their masses? How does the scale 
f the gas reservoir impact the final stellar mass of a high-mass star?
Core accretion models (e.g. McKee & Tan 2002, 2003 ) propose 

hat the earliest phase of high-mass star formation is the high- 
ass prestellar core: a massive, gravitationally bound, centrally 

ondensed, starless core with a radius ≤0.1 pc. High-mass prestellar 
ores are predicted to be self-contained gas reservoirs nearly in 
nternal virial equilibrium, and initially in pressure equilibrium with 
 E-mail: suinan.zhang@gmail.com 
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heir environment; they are then expected to undergo relatively 
rdered collapse to form single high-mass stars or small multiple 
ystems (see the re vie w of Tan et al. 2014 , and references therein).
o we ver, cores with masses larger than the critical mass (i.e. the

eans mass) are expected to fragment (e.g. Dobbs, Bonnell & Clark
005 ). It thus remains a challenge for the core accretion theory to
xplain how a high-mass prestellar core (with ∼ 10 2 Jeans masses) 
s supported against fragmentation (Tan et al. 2014 ). 

Many numerical simulations have been carried out of the collapse 
f massive prestellar cores, both with and without magnetic fields. 
adiation hydrodynamic simulations have demonstrated that the 

adiation pressure barrier problem can be o v ercome by disc accretion
nd flashlight effects due to outflow cavities (e.g. Krumholz et al.
009 ; Cunningham et al. 2011 ; Kuiper, Yorke & Turner 2015 ;
osen et al. 2019 ), with gas channelled to the star–disc system by
ravitational and Rayleigh–Taylor instabilities (e.g. Krumholz et al. 
009 , Rosen et al. 2016 ). Radiation magnetohydrodynamic (RMHD) 
imulations (e.g. Commer c ¸on, Hennebelle & Henning 2011 ; Myers 
is is an Open Access article distributed under the terms of the Creative 
h permits unrestricted reuse, distribution, and reproduction in any medium, 
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t al. 2013 ; Rosen & Krumholz 2020 ; Mignon-Risse, Gonz ́alez &
ommer c ¸on 2021 ) have shown that the combined effects of magnetic
elds and radiation can ef fecti vely suppress the initial fragmentation
f massive dense cores by increasing the magnetic and thermal Jeans
ass of the collapsing gas, contributing to the formation of massive

tars. Recent RMHD simulations of the collapse of massive prestellar
ores ( M = 150 M �, r = 0.1 pc) including isotropic stellar winds
how that accretion on to massive protostars with masses ≥30 M �
s impeded by their wind feedback, suggesting that larger scale
ynamical effects are required to form > 30 M � stars (Rosen 2022 ). 
Searching for high-mass prestellar cores in observations has,

o we v er, identified v ery few candidates in the past decades. Many
nitially promising candidates have been ruled out by subsequent
bserv ations that re vealed signs of acti ve star formation and/or
esolved low-mass cores. G028C1-S, initially discovered to contain
60 M � within ∼0.09 pc by Tan et al. ( 2013 ), has been resolved

nto two protostars dri ving outflo ws (Tan et al. 2016 ). Kong et al.
 2017 ) reveal that G028C9A ( ∼80 M � within ∼0.05 pc) actually
onsists of two lower mass cores. In addition, though identified
s one of the best high-mass prestellar core candidates ( ∼25 M �
ithin ∼0.025 pc, Bontemps et al. 2010 ), CygXN53–MM2 is located

lose to CygXN53–MM1, a protostar driving outflows, making it
ifficult to distinguish if CygXN53–MM2 is not associated with
ny outflow (Duarte-Cabral et al. 2013 , 2014 ). The most promising
igh-mass prestellar core candidates identified to date are G11P6-
MA1 ( ∼30 M � within ∼0.02 pc, Wang et al. 2014 ), W43-MM1
ore 6 ( ∼37 M �, ∼1800 au, Nony et al. 2018 ; Molet et al. 2019 ),
G354 ( ∼39 M �, Redaelli et al. 2021 ), and G028.37 + 00.07 C2c1a
 ∼23–31 M �, Barnes et al. 2023 ) 

In contrast, in competitive accretion models (e.g. Bonnell et al.
001 ; Bonnell, Bate & Vine 2003 ) high-mass star formation is closely
onnected to cluster formation (e.g. Bonnell, Vine & Bate 2004 ).
he fragmentation of turbulent molecular clouds produces low-mass
ores as seeds of protostars (Bonnell et al. 2003 ). Protostars that are
ocated near the centres of protoclusters are more likely to become

assive stars, as these protostars have the advantage in being fed by
as infalling into the large-scale gravitational potential well of the
luster (e.g. Bonnell & Bate 2006 ). In this picture, the precursors of
assive stars are predicted to accrete gas widely from their large-

cale environments, in which case self-contained gas reservoirs (i.e.
igh-mass prestellar cores) do not necessarily exist. In numerical
imulations spanning a range of initial conditions – from idealized
pheres or cylinders of turbulent molecular clouds (e.g. Bonnell et al.
004 ; Bonnell, Clark & Bate 2008 ; Smith, Longmore & Bonnell
009 ; Maschberger et al. 2010 ) to more realistic spiral arm dynamics
e.g. Bonnell, Dobbs & Smith 2013 ; Smilgys & Bonnell 2016 ,
017 ) – and included physics (such as photoionization, e.g. Dale &
onnell 2011 ; Dale, Ercolano & Bonnell 2012 , and photoionization
lus radiation forces, e.g. Kuiper & Hosokawa 2018 ), high-mass
tars form via significant accretion from r � 0.2–10 pc spatial scales.

ore recently, by considering supernov a-dri ven turbulence in mag-
etohydrodynamic (MHD) simulations of Giant Molecular Clouds
GMCs), Padoan et al. ( 2020 ) found that massive stars accumulate
ass via inertial gas flows from parsec-scale filaments. Additionally,

imulations of GMCs formed by supersonic convergent flows of
arm diffuse atomic gas have led to the development of the global
ierarchical collapse (GHC) scenario, in which multiscale collapse
akes place within GMCs and (sub)structures at all scales (i.e. clouds,
lumps, and cores) accrete from their larger scale environments via
on-isotropic gas inflows (e.g. V ́azquez-Semadeni et al. 2007, 2019 ;
 ́omez & V ́azquez-Semadeni 2014 ; V ́azquez-Semadeni, Gonz ́alez-
amaniego & Col ́ın 2017 ). 
NRAS 533, 1075–1094 (2024) 
Many studies of the accretion reservoirs of forming high-mass
tars have focused on infrared dark clouds (IRDCs), identified as ex-
inction features against the Galactic mid-infrared (MIR) background
Butler & Tan 2009 , 2012 ). IRDCs have been found to harbour the
arly phases of high-mass star and cluster formation (e.g. Rathborne,
ackson & Simon 2006 ; Jackson et al. 2010 ; Kauffmann & Pillai
010 ; Peretto & Fuller 2010 ; Miettinen 2012a , b ; Ragan et al. 2012 ;
usquet et al. 2013 ; Henshaw et al. 2013 ; Kainulainen et al. 2013 ;
eretto et al. 2013 ). They often display filamentary morphologies
e.g. Jackson et al. 2010 ; Henshaw et al. 2013 ; Beuther et al. 2015 ;
ndr ́e et al. 2016 ), with kinematic features of dense gas in IRDCs

ndicating gas flows along filaments (e.g. Zernick el, Schilk e & Smith
013 ; Henshaw et al. 2014 ; Tackenberg et al. 2014 ; Zhang et al.
015 ; Chen et al. 2019 ). Multiple filaments can merge near the
entre of a molecular cloud to form a hub, a phenomenon referred
o as a ‘hub-filament system’ (e.g. Myers 2009 ; Hennemann et al.
012 ; Schneider et al. 2012 ). Observations o v er the past decade
ave pointed to hub-filament systems playing a key role in shaping
igh-mass star and cluster formation (e.g. Peretto et al. 2013 , 2014 ;
ewangan, Ojha & Baug 2017 ; Henshaw et al. 2017 ; Tig ́e et al. 2017 ;
acar et al. 2018 ; Williams et al. 2018 ; Yuan et al. 2018 ; Chen et al.
019 ; K eo wn et al. 2019 ; Trevi ̃ no-Morales et al. 2019 ; Dewangan
t al. 2020 , Kumar et al. 2020 , Wang et al. 2020 , Anderson et al.
021 ; Liu et al. 2023 ; Mookerjea et al. 2023 ; Zhou et al. 2023 ), with
ecent kinematic studies suggesting that hub-filament systems serve
s the parsec-scale gas reservoirs feeding embedded young stars via
lamentary gas flows (e.g. Zhou et al. 2022 ; Xu et al. 2023 ). 
To investigate the properties of a candidate high-mass prestellar

ore and its relationship to its environment, we proposed ALMA
ycle 3–5 observations of G11.92–0.61 MM2 targeting H 2 D 

+ (1 1 , 0 -
 1 , 1 ) and N 2 H 

+ (4-3), which trace dense and depleted gas (Cecca-
elli et al. 2014 ) and are commonly observed towards low-mass
restellar cores (Caselli et al. 2003 ; 2008 ; van der Tak, Caselli &
eccarelli 2005 ; Vastel et al. 2006 ; Friesen et al. 2014 ; Koumpia
t al. 2020 ; Miettinen 2020 ; Redaelli et al. 2021 , 2022 ; Kong
t al. 2023 ). G11.92–0.61 MM2 (hereafter MM2) is one of three
assive millimetre cores associated with the GLIMPSE Extended
reen Object (EGO; Cyganowski et al. 2008 ) G11.92 −0.61, which
ere first detected with the Submillimeter Array (SMA) and the
ombined Array for Research in Millimetre-wave Astronomy by
yganowski et al. ( 2011a ). Subsequent ALMA observations revealed
6 additional low-mass cores and showed that the G11.92 −0.61
rotocluster hosts ongoing, simultaneous high- and low-mass star
ormation (Cyganowski et al. 2017 ). MM2 is the second brightest
m source in the G11.92 −0.61 protocluster. The brightest, MM1,

as been resolved into a Keplerian disc around a proto-O star that
s forming a binary system via disc fragmentation (Ilee et al. 2016 ,
018 ). 
Located ∼0.12 pc from MM1, MM2 was considered to be a

romising high-mass prestellar core candidate because it was a
trong and compact dust continuum source that had no molecular
ine emission or other star formation indicators in SMA and VLA
bserv ations (Cygano wski et al. 2014 , and references therein). In
ddition to its remarkable lack of (sub)mm line emission (no lines
etected across ∼24 GHz of bandwidth observed with the SMA at
.3, 1.1, and 0.8 mm; Cyganowski et al. 2014 ), no CH 3 OH or H 2 O
asers, molecular outflows, or cm continuum emission indicative of

onized gas had been detected in VLA and SMA imaging co v ering
he G11.92 −0.61 region (Hofner & Churchwell 1996 ; Cyganowski
t al. 2009 , 2011a , b , 2014 ; Breen & Ellingsen 2011 ; Hunter et al.
015 ). The physical properties inferred by Cyganowski et al. ( 2014 )
ased on their SMA and VLA data were extreme: M � 30 M � within
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Figure 1. Spitzer GLIMPSE three-colour image (red 8.0 μm, green 4.5 μm, 
and blue 3.6 μm) o v erlaid with contours of the ALMA Cycle 2 1.05-mm 

continuum emission (cyan: [5, 15, 100] × 0.35 mJy beam 

−1 , Cyganowski 
et al. 2017 ) and SMA blueshifted and redshifted 12 CO (3-2) line emission 
(blue: [4, 6, 9] × 1.0 Jy km s −1 , red: [4, 6, 9, 12, 15, 18] × 1.0 Jy km s −1 , 
Cyganowski et al. 2014 , 2017 ). The magenta + and black � mark the locations 
of Class I and Class II CH 3 OH masers, respectively, from Cyganowski 
et al. ( 2009 ) and the black star in MM1 marks the H 2 O maser from 

Breen & Ellingsen ( 2011 ). The dashed white circle indicates the 50 per cent 
response level of the primary beam for our ALMA Band 7 observations. The 
synthesized beam of the ALMA Cycle 2 1.05-mm continuum image is shown 
at bottom right. 
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 < 1000 au and n H 2 > 10 9 cm 

−3 , with T dust ∼17–19 K and L ∼5–7 L �
rom submillimeter SED fitting. Based on gas-grain astrochemical 
odelling using MONACO (Vasyunin et al. 2009 ), Cyganowski et al. 

 2014 ) found that the lack of line emission observed with the SMA
ould be explained with standard chemistry under cold ( T dust < 20 K)
nd very dense ( n H 2 �10 8 cm 

−3 ) conditions. Deuterium fractionation 
s expected to take place at < 20 K, increasing the abundance of H 2 D 

+ 

e.g. Caselli & Ceccarelli 2012 ; Redaelli et al. 2021 ). With most C-
nd O-bearing species frozen out on to dust grain surfaces, N 2 H 

+ 

ecomes abundant as this molecule forms from the protonation of 
 2 in cold environments and is destroyed mainly by reactions with 
O (e.g. Öberg et al. 2005 ; v an’t Hof f et al. 2017 ). The expectation
f extreme depletion moti v ated our targeting H 2 D 

+ (1 1 , 0 –1 1 , 1 ) and
 2 H 

+ (4-3) in our ALMA Band 7 observations. 
Recent high-resolution ( � 160 au) ALMA 1.3-mm observations 

argeting MM1 have changed the picture of MM2, revealing that 
M2 is in fact a 505 au-separation protobinary system (Cyganowski 

t al. 2022 ). The members of the protobinary have 1.3-mm brightness
emperatures of 68.4 and 64.6 K, indicative of internal heating; thus,

M2 is not a high-mass prestellar core but rather hosts the very
arly stages of high-mass binary formation (Cyganowski et al. 2022 ). 
ntriguingly, the disco v ery of a low-velocity asymmetric bipolar 
olecular outflow associated with MM2 in our deep ALMA Band 7 

bservations (traced by CH 3 OH (4 −1 , 3 -3 0 , 3 ), reported in Cyganowski 
t al. 2022 ) indicates that accretion on to the protobinary system is
ngoing. 
In this paper, we present our ALMA Band 7 continuum, H 2 D 

+ 

nd N 2 H 

+ observations towards MM2, with a focus on the gas
inematics around MM2 traced by the N 2 H 

+ (4-3) emission. In
ection 2 , we provide details of the observations. In Section 3 , we
how the results for the dust continuum and molecular line emission.
n Section 4 , we describe the procedure used to perform Gaussian
ecomposition on the N 2 H 

+ data cube and in Section 5 , we describe
he hierarchical clustering analysis. Section 6 presents our analysis 
f the physical properties of the filamentary accretion flows, which 
re further discussed in Section 7 . Section 8 summarizes our main
onclusions. Throughout this work, we assume that MM2 is located at
he same distance as MM1 and adopt MM1’s maser parallax distance 
f 3.37 + 0 . 39 

−0 . 32 kpc (Sato et al. 2014 ). 

 ALMA  OBSERVATIONS  

e observed MM2 at 0.82 mm with the ALMA 12-m array in
ycles 3–5 (project codes 2015.1.00827.S and 2017.1.01373.S, PI C. 
yganowski). The phase centre of the single-pointing observations 
as 18 h 13 m 57 s .8599 −18 ◦54 ′ 13 . ′′ 958 (ICRS); at 0.82 mm, the full
idth half-power (FWHP) size of the primary beam is ∼17 ′′ (see 
ig. 1 ). Additional observational parameters, including observing 
ates, configurations, and calibrators, are listed in Table 1 . The 
rojected baselines of the combined data set range from ∼14–583 k λ,
orresponding to a largest angular scale (LAS) 1 of ∼4.5 arcsec 
 ∼0.07 pc ∼15 200 au at D = 3.37 kpc). 

The correlator setup included four spectral windows 
spws): three narrow spws tuned to co v er H 2 D 

+ (1 1 , 0 –
 1 , 1 ) ( νrest = 372.421 GHz, E upper = 104.2 K), N 2 H 

+ (4-3)
 νrest = 372.672 GHz, E upper = 44.7 K), and DCO 

+ (5-4)
 Estimated from the fifth percentile shortest baseline using the ANALYSISU- 
ILS (Hunter et al. 2023 ) task au.estimateMRS . 

T  

s  

2

t

 νrest = 360.170 GHz, E upper = 51.9 K), 2 and a wide spw, centred at
358.02 GHz, for continuum sensitivity. The observed bandwidths 

nd spectral resolutions (accounting for online Hanning smoothing 
nd channel averaging) were 117.2 MHz ( ∼94 km s −1 ) and
.122 MHz ( ∼0.098 km s −1 ) for H 2 D 

+ , 58.6 MHz ( ∼47 km s −1 ) and
.061 MHz ( ∼0.049 km s −1 ) for N 2 H 

+ , 243.4 MHz ( ∼195 km s −1 )
nd 0.141 MHz ( ∼0.117 km s −1 ) for DCO 

+ , and 1875 MHz
 ∼1570 km s −1 ) and 1.129 MHz ( ∼0.945 km s −1 ) for the wide spw. 

The data were calibrated using the CASA 5.4.0 version of the
LMA science pipeline. Line-free channels were identified using 

he approach of Brogan et al. ( 2016 ) and Cyganowski et al. ( 2017 )
nd used to construct a pseudo-continuum data set, which has an
ggregate continuum bandwidth of ∼0.44 GHz. These continuum 

ata were iteratively self-calibrated, and the solutions were then 
pplied to the line data. The final continuum image, made using
ultifrequency synthesis, multiscale clean, and Briggs weighting 
ith a robust parameter R = 0.5, has an rms noise level of
 σ = 0.5 mJy beam 

−1 and a synthesized beam size of 0.575 ′′ × 0.431 ′′ 

PA = −80 ◦), equi v alent to ∼1940 × 1450 au 2 at D = 3.37 kpc. In
his paper, we consider only the continuum, N 2 H 

+ , and H 2 D 

+ data;
mages of the CH 3 OH (4 −1 , 3 -3 0 , 3 ) line, included in the wide spw, were
resented in Cyganowski et al. ( 2022 ) (see also Section 1 ). The N 2 H 

+ 

ine data were imaged with multiscale clean, Briggs weighting with a
obust parameter R = 0.5, and a velocity resolution � v = 0.2 km s −1 .
he resulting N 2 H 

+ (4-3) image cube has a synthesized beam
ize of 0.651 ′′ × 0.442 ′′ (PA = −79 ◦) and an rms noise level of
MNRAS 533, 1075–1094 (2024) 

 Line rest frequencies are from CDMS (M ̈uller et al. 2001 , 2005 ), accessed via 
he Splatalogue NRAO spectral line catalogue ( https:// splatalogue.online/ ). 

https://splatalogue.online/
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M

Table 1. Summary of ALMA 0.82-mm observations. 

Project code Observing date Configuration Number of antennas Time on-source Calibrators 
Gain Bandpass Flux 

2015.1.00827.S 2016 April 9 a C36-2/3 43 2 × 42.5 min J1733–1304 J1924–2914 J1924-2914, Titan 
2015.1.00827.S 2017 April 22 C40-3 41 42.5 min J1733–1304 J1924–2914 Titan 
2015.1.00827.S 2017 April 26 C40-3 41 42.5 min J1733–1304 J1924–2914 Titan 
2017.1.01373.S 2018 July 10 C43-1 46 46.5 min J1911–2006 J1924–2914 J1924–2914 
2017.1.01373.S 2018 August 16 C43-2 43–44 3 × 46.5 min J1911–2006 J1924–2914 J1924–2914 

a Due to a tuning issue, the correlator setup on this date did not co v er N 2 H 

+ (4-3). 

Figure 2. Panel (a): ALMA 0.82 mm continuum (colour scale) o v erlaid with contours of integrated N 2 H 

+ (4-3) emission (velocity range: 27.0–42.0 km s −1 ; 
levels: 0.06 Jy km s −1 × [–2, 5, 10, 15, 20], ne gativ e contours shown as dashed lines). The arrow marks the bow-like feature discussed in Section 3.2.2 and the 
synthesized beams of the 0.82 mm continuum image and N 2 H 

+ cube are shown at bottom left (in cyan) and right (in black), respectiv ely. P anel (b): ALMA 

N 2 H 

+ peak intensity map (colour scale) o v erlaid with 0.82-mm continuum contours. Panel (c): N 2 H 

+ (4-3) moment 1 map (colour scale) o v erlaid with 0.82-mm 

continuum contours. In the moment 1 map, pixels with line emission < 4 ×σnpb , where σnpb = 4.7mJy beam 

−1 is the rms of the N 2 H 

+ cube before primary beam 

correction, are masked and shown in grey. v LSR (MM1) = 35.2 ±0.4 km s −1 (from compact molecular line emission observed with the SMA; Cyganowski et al. 
(2011a, 2022 ) estimate v LSR (MM2) ∼37 km s −1 based on the velocity of the peak CH 3 OH emission from the filament at the protobinary position. The ALMA 

images shown here have not been corrected for the primary beam response; all measurements were made from corrected images and corrected images are shown 
in Fig. 3 . In (b) and (c), the 0.82-mm continuum contour levels are σnpb = 0.48 mJy beam 

−1 × [-2, 4, 16, 40, 160, 280], where σnpb = 0.48 mJy beam 

−1 is the 
rms of the 0.82-mm continuum image before primary beam correction. In all panels, the edge of the colour scale corresponds to the 20 per cent response level 
of the ALMA primary beam. 
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 σ = 5.9 mJy beam 

−1 . To maximize sensitivity, the H 2 D 

+ line data
ere imaged with multiscale clean, Briggs weighting with a robust
arameter R = 2, and a velocity resolution � v = 0.4 km s −1 . The
esulting H 2 D 

+ (1 1 , 0 –1 1 , 1 ) image cube has a synthesized beam size
f 0.762 × 0.551 arcsec 2 (PA = −75 ◦) and an rms noise level of
 σ = 2.7 mJy beam 

−1 . All measurements were made from images
orrected for the primary beam response. 

 RESULTS  

.1 ALMA 0.82-mm continuum emission 

he ALMA 0.82-mm continuum image is shown in Fig. 2 [in colour
cale in (a) and as contours in (b) and (c)]. As expected, the 0.82-mm
ontinuum emission displays a broadly similar morphology to the
LMA 1.05-mm continuum emission observed with similar angular

esolution and sensitivity by Cyganowski et al. ( 2017 ) (1.05 mm
syn = 0.49 × 0.34 arcsec 2 , σ = 0.35 mJy beam 

−1 ). In the 0.82-
m continuum image, MM2 is located on a filamentary structure

hat extends to the north and southeast of MM2; this structure
NRAS 533, 1075–1094 (2024) 
ncompasses the MM8, MM10, and MM16 cores identified by
yganowski et al. ( 2017 ). To the southeast, the extended 0.82 mm
ontinuum emission ‘bridges’ MM2 and the proto-O star MM1 (Ilee
t al. 2016 , 2018 ). To the east of MM2, ∼ 5 σ extended emission also
onnects the dust continuum sources MM3 and MM5 (Cyganowski
t al. 2017 , see Fig. 1 ) to the main north–southeast dust filament,
ith the extended emission joining the main filamentary structure to

he northeast of MM2. The MM7/MM9/MM13/MM17 group of mm
ources (Cyganowski et al. 2017 , Fig. 1 ), located north of MM2, is
lso detected in 0.82-mm continuum emission (see Fig. 2 ). 

At the ∼0 . ′′ 5-resolution of our 0.82-mm image, MM2 appears as a
trong, compact source of submillimetre continuum emission within
he larger filamentary structure. To estimate the 0.82-mm properties
f MM2, we fit a one-component two-dimensional Gaussian model
o its 0.82-mm continuum emission using the CASA task imfit .
rom this one-component Gaussian fit, the fitted peak intensity of
M2 is I peak = 158.3 ±0.6 mJy beam 

−1 and its fitted integrated flux
ensity is S 0 . 82mm 

= 390 ±2 mJy. The fitted position of MM2 is
8 h 13 m 57 . s 86094 ±0 . s 00009, −18 ◦54 ′ 14 . ′′ 023 ±0 . ′′ 001 (J2000) and its
econvolved size is 614( ±5) mas × 584( ±4) mas (PA = 87 ◦ ± 8 ◦),
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qui v alent to ∼ 2070 × 1970 au 2 at D = 3.37 kpc. Notably, the single-
omponent fit underestimates the peak intensity of MM2’s 0.82-mm 

ontinuum emission: The residual image has an ∼27 mJy beam 

−1 

eak, which is < 0 . ′′ 02 from the fitted centroid position, surrounded
y a ne gativ e ring. This indicates that a single-component Gaussian
oes not fully represent the emission, and points to the presence of
dditional substructure(s). This is consistent with the results from 

igher resolution ALMA observations, where MM2 is resolved to 
e a protobinary system with a projected separation of ∼500 au 
Cyganowski et al. 2022 , see also Section 1 ). To check the robustness
f the integrated flux density measurement from the Gaussian fit, we 
lso use the CASA task imstat to measure the integrated flux density
ithin the 30 σ contour around MM2 and within a 2.0 ×1.0 arcsec 2 

llipse centred on its fitted position. These methods yield integrated 
ux density estimates of 401 ±40 mJy and 327 ±33 mJy, respec-

ively, 3 within < 3–16 per cent of the value from the Gaussian fit.
his comparison suggests that the single-component Gaussian fit 
rovides a reasonably robust estimate for the 0.82-mm integrated 
ux density of MM2, though we note that all estimates potentially 

nclude a contribution from the background filament emission (see 
lso Section 6.2 ). 

.2 Molecular lines 

.2.1 H 2 D 

+ (1 1 , 0 -1 1 , 1 ) 

 2 D 

+ (1 1 , 0 -1 1 , 1 ) is undetected towards MM2 in our observations,
o a 4 σ limit of 10.8 mJy beam 

−1 (equi v alent to a 4 σ brightness
emperature limit of 0.23 K). The non-detection of H 2 D 

+ towards 
M2 is unsurprising, since MM2 is now known to host a protobinary

ystem with two internally heated protostars (Cyganowski et al. 
022 , see Section 1 ). H 2 D 

+ is destroyed by gas-phase reactions
ith CO, which e v aporates from grains at temperatures > 20 K; thus,
 2 D 

+ (1 1 , 0 -1 1 , 1 ) emission is only expected in the pre-stellar phase
e.g. Redaelli et al. 2021 ). Indeed, the few reported interferometric 
ALMA) detections of H 2 D 

+ (1 1 , 0 -1 1 , 1 ) in high-mass star-forming
egions in the literature are towards very quiescent, MIR-dark clumps 
nd regions of IRDCs (e.g. Redaelli et al. 2021 ; Kong et al. 2023 ).
n the more evolved cluster environment of G11.92 −0.61, where 
here are many protostars heating the gas (including the MIR-bright 

assive protostars MM1 and MM3), H 2 D 

+ emission would only 
ave been expected towards the cold, dense interior of a massive 
tarless core. 

.2.2 N 2 H 

+ (4-3) 

s shown in Fig. 2 , e xtensiv e N 2 H 

+ (4-3) emission is detected around
M2 in our ALMA observations. Notably, the morphology of the 

ntegrated N 2 H 

+ (4-3) emission differs markedly from that of the 
.82-mm continuum (see Fig. 2 a), with the peaks of the integrated
 2 H 

+ emission clearly offset from the continuum peak of MM2.
he integrated N 2 H 

+ (4-3) emission surrounding MM2 peaks to 
ts northwest and southwest, at offsets of ∼0.9 arcsec ( ∼3000 au)
nd ∼1.2 arcsec ( ∼4000 au) from the continuum peak, respectively. 
ther than the peaks near MM2, the most significant feature in the
 2 H 

+ (4-3) integrated intensity map is a bow-like structure located 
owards the redshifted lobe of the high-velocity bipolar molecular 
 Uncertainties are estimated using equation ( 1 ) of Thwala et al. ( 2019 ), 
ssuming 10 per cent absolute flux calibration uncertainty for ALMA in Band 
 (Cortes et al. 2023 ). 

p  

G  

t  

s
p  
utflo w dri ven by MM1 (Fig. 1 , see also Cyganowski et al. 2011a ,
017 ). This intriguing feature, which may be associated with bow
hocks caused by protostellar feedback from the proto-O star MM1, 
ill be discussed in detail in a separate publication. The bow-like fea-

ure is also visible in the N 2 H 

+ (4-3) peak intensity map in Fig. 2 (b),
hich shows that the strongest N 2 H 

+ emission [543 mJy beam 

−1 ,
ignal-to-noise ratio (SNR) ∼ 92] is detected towards the filamentary 
tructure to the southeast of MM2. 

The intensity-weighted velocity (moment 1) map of the N 2 H 

+ (4-
) emission is shown in Fig. 2 (c); howev er, e xamination of the data
ube indicates that the spectra are, in general, too complex for the gas
inematics to be captured by a moment analysis. This complexity is
llustrated by the sample spectra presented in Fig. 3 . As shown by
anels (a)–(c), the line profiles of the N 2 H 

+ (4-3) emission display
ignificant spatial variation across the mapped region. In addition 
o ne gativ e bowls associated with missing short-spacing information 
panel D, see also Section 2 ), N 2 H 

+ (4-3) absorption is detected
gainst the submillimetre continuum towards MM2 (Fig. 3 , panel 
). As noted abo v e and shown in Fig. 3 , the N 2 H 

+ spectra are in
eneral complex, with multiple emission peaks and/or absorption 
eatures. N 2 H 

+ (4-3) has 38 hyperfine structures (hfs) components 
paced o v er � 4 . 3 km s −1 (P agani, Daniel & Dubernet 2009 ). To
ssess the potential contribution of the hfs to the observed line
rofiles, we calculate the relative line strengths of the hfs components
sing the methods described in Daniel, Cernicharo & Dubernet 
 2006 ), and plot them in Panel (d) of Fig. 3 . The strongest hfs
omponents (with relative line strengths > 0.1) are tightly grouped 
ithin � 0.2 km s −1 (i.e. within one channel in our image cube, which
as � v = 0.2 km s −1 ; Section 2 ). We therefore argue that while the
fs will have some effect on the line profiles (as discussed further
n Section 7.3 ), the multiple emission peaks observed in the spectra
re predominantly caused by multiple velocity components present 
long the line of sight in the N 2 H 

+ -emitting gas surrounding MM2. 
We note that these observations are, to our knowledge, the first

eported interferometric detection of N 2 H 

+ (4-3) in a high-mass 
tar-forming region. N 2 H 

+ (4-3) has been detected with ALMA in a
rotoplanetary disc (where this transition was used to trace the CO
nowline; Qi et al. 2013 ) and towards low-mass cores in Ophiuchus
Friesen et al. 2014 ). Interferometric observations of this transition 
re, ho we ver, relati vely uncommon, as it is more challenging to
bserve than lower frequency N 2 H 

+ transitions (see also Section 7.3 ),
hich likely accounts for the lack of previous detections in high-
ass star-forming regions. With single-dish telescopes, N 2 H 

+ (4-3) 
as been detected towards many low- and high-mass star-forming 
egions, with beams corresponding to physical resolutions of ∼2000–
6 000 au (e.g. van Dishoeck et al. 1992 ; Blake et al. 1995 ; Stark, van
er Tak & van Dishoeck 1999 ; Friesen et al. 2010 ; Pillai et al. 2012 ;
a et al. 2013 ; Kong et al. 2016 ; Koumpia et al. 2020 ; Miettinen

020 ). For N 2 H 

+ (4-3) detections in nearby regions, the physical
cale of the JCMT beam is similar to that of the synthesized beam
f our ALMA data. The observations of Ophiuchus B2, L1544 and
1521f by Friesen et al. ( 2010 ) and Koumpia et al. ( 2020 ), for examp
le, have a resolution of ∼2000 au and 1 σ rms noise of ∼0.03–

.06 K (compared to σT b ∼ 0.19 K for our data). Interestingly, 
n these observations, while N 2 H 

+ is generally detected towards 
egions with submillimetre continuum emission, the strongest N 2 H 

+ 

4-3) emission is found offset from the submillimetre continuum 

eaks (Friesen et al. 2010 ; Koumpia et al. 2020 ), as we observe in
11.92 −0.61. Friesen et al. ( 2014 ) also report an offset between

he N 2 H 

+ (4-3) and submillimetre continuum peaks in their ALMA
tudy of low-mass cores in Ophiuchus, though these observations 
robe much smaller spatial scales ( < 200 au) and the authors note
MNRAS 533, 1075–1094 (2024) 
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M

Figure 3. Top left panel: ALMA N 2 H 

+ (4-3) integrated intensity map (integrated over v = 27.0–42.0 km s −1 , colourscale and white contours, levels 
0.066 Jy km s −1 × [–2, 5, 10, 15, 20], ne gativ e contours shown as dashed lines) o v erlaid with contours of the ALMA 0.82-mm continuum emission (black, levels: 
0.5 mJy beam 

−1 × [5, 15, 40, 160, 280]), both corrected for the primary beam response. The edge of the colour scale corresponds to the 20 per cent response level 
of the ALMA primary beam and the synthesized beams of the N 2 H 

+ cube and the 0.82 mm continuum image are shown at bottom left (unfilled ellipse) and right 
(filled black ellipse), respectiv ely. P anels labelled with letters show the N 2 H 

+ spectra extracted from the primary-beam-corrected image cube at the corresponding 
labelled locations on the integrated intensity map. Location A is the local peak of the integrated N 2 H 

+ emission to the north of MM2, B is the 0.82-mm continuum 

peak of MM2, C is the local peak of the integrated N 2 H 

+ emission to the south of MM2, and D is a representative negative bowl. The red vertical lines overlaid 
in panel (d) indicate the relative line strengths of the 38 hyperfine components of the N 2 H 

+ (4-3) transition (see Section 3.2.2 ) for v lsr = 35.0 km s −1 . 
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hat the observations are significantly affected by self-absorption
nd missing short-spacing data. 

 GAUSSIAN  DECOMPOSITION  O N  T H E  N  2 H  

+ 

4 -3 )  C U B E  

.1 Gaussian decomposition with SCOUSEPY 

o study the gas kinematics in the vicinity of MM2, we first
pply Gaussian Decomposition to the N 2 H 

+ (4-3) cube using the
COUSEPY package (Henshaw et al. 2016 , 2019 ). SCOUSEPY is a
ython implementation of the Semi-Automated multi-COmponent
niversal Spectral-line fitting Engine ( SCOUSE ), designed to apply
aussian Decomposition to large volumes of complex spectra in a

emi-automated way. The SCOUSEPY version used in this work can
NRAS 533, 1075–1094 (2024) 
e downloaded from github. 4 The workflow consists of four stages,
s outlined as follows: 

In stage (1), SCOUSEPY generates spectral averaging areas (SAAs)
nd the spectra of SAAs based on spectral complexity. A 5 σ mask
 ∼ 54 mJy beam 

−1 ) was first applied to remo v e emission-free re gions
rom the analyses that follow. As this data set exhibits strong spatial
ariation, we chose a conservative SAA size of 20 pixels ( ∼5300 au)
ith a filling factor of 0.6. 5 The velocity range and pixel range are

et to include the whole data cube. Other parameters are kept at their
efault values. With these parameters applied to the N 2 H 

+ data cube,

https://github.com/jdhenshaw/scousepy/tree/delta
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Table 2. Summary of tolerance levels used in stage 3 of the Gaussian 
decomposition using SCOUSEPY . 

Parameter Version 0 Version 1 Version 2 

T 0 2.0 2.0 2.0 
T 1 3.0 3.0 3.0 
T 2 1.0 1.0 1.0 
T 3 2.5 4.0 2.5 
T 4 2.5 2.5 1.0 
T 5 0.5 0.5 0.5 
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COUSEPY generates 452 SAAs along with their spectra; as they are 
yquist sampled, each SAA o v erlaps with neighbouring SAAs. In

he area co v ered by SAAs, the program identifies a total of 48 141
ndividual spectra (corresponding to individual pixels in the data 
ube) to be analysed. 

In stage (2), SCOUSEPY applies Gaussian Decomposition to the 452 
pectra of SAAs generated in stage 1). The SCOUSEPY version used 
n this work has introduced deri v ati ve spectroscopy (Lindner et al.
015 ; Riener et al. 2019 ) to assist with multicomponent Gaussian
tting. The program will first filter spectra with Gaussian kernels 
nd then calculate deri v ati ves of the smoothed spectra up to the
ourth order. The deri v ati ve spectroscopy technique measures the 
ocations of spectral components by searching for ‘bumps’, which 

athematically means the local minimum of ne gativ e curvature in 
he filtered spectra (i.e. second deri v ati ve < 0, third deri v ati ve =
, and fourth deri v ati ve > 0, see details in Lindner et al. 2015 ).
COUSEPY first fits the spectra with initial guesses adopted from the 
easurements of deri v ati ve spectroscopy. The fitting is controlled 

y two input parameters: the SNR and the standard deviation of the
aussian kernel ( σker ) used for filtering. We vary the SNR from 3

o 5 and the σker from 1 to 3 channels to obtain satisfying fits for �
6 per cent of the SAA spectra; for an additional four SAA spectra, 
ncreasing the SNR to 7–9 yields reasonable fits. For the remaining 
AA spectra, we use the manual fitting option of SCOUSEPY to fit the
pectra ‘by hand’ to obtain physically reasonable fits. In some cases, 
or example, deri v ati ve spectroscopy fits artificially broad redshifted 
omponents; we manually fit multiple weak components to the red 
ails of these spectra to obtain physically reasonable fits. There is
nly one spectrum (out of the 452 SAA spectra) which cannot be
tted well either by the deri v ati ve spectroscopy fitting or manual
tting. We flag the corresponding SAA at the end of stage (2) so that

he problematic fit is not used to provide initial guesses for fits to
ndividual spectra. The problematic SAA o v erlaps with neighbouring 
AAs, so SCOUSEPY fits the spectra of the pixels within the flagged
AA based on the fits for the surrounding SAAs. 
Stage (3) uses the fits for the spectra of SAAs as initial guesses to

onduct Gaussian decomposition for the 48 141 individual spectra. 
COUSEPY adopts the fits from stage (2) as initial guesses and applies
utomated Gaussian decomposition to the individual spectra within 
ach SAA. To control the process of automated Gaussian decom- 
osition, users set tolerance levels using six parameters: T 0 , T 1 , T 2 ,
 3 , T 4 , and T 5 . T 0 is newly introduced to the SCOUSEPY version used
ere. It limits the maximum difference between the number of fitted 
omponents for spatially averaged spectra and individual spectra. 
 1 sets the threshold for amplitude, below which weak components 
re discarded before subsequent analyses. T 2 and T 3 control the full
idth at half-maximum (FWHM) of fitted components; T 4 limits the 

entroid velocity. T 5 sets the minimum separation in centroid velocity 
etween two adjacent Gaussian components. Detailed descriptions 
f these parameters can be found in Henshaw et al. ( 2016 ). 
In the final stage, SCOUSEPY selects the best-fitting models with 

kaike information criterion (AIC) for the 48 141 individual spectra. 
s SAAs are Nyquist sampled, each of the individual spectra may 
old multiple solutions of Gaussian decomposition. The program 

dentifies locations with multiple models and chooses the models 
ith the lowest AIC values as the best-fitting ones. 
We first run SCOUSEPY with default tolerance levels in stage 3: we

efer to these results as ‘version 0’. This version generates reasonable 
ts for ∼ 80 per cent of the spectra. Ho we ver, gi ven the complicated
pectral structure and significant spatial variation of this data set, the 
utomated fitting could miss or o v erfit components at certain regions.
 or e xample, in v ersion 0 SCOUSEPY identifies two adjacent peaks
s a single velocity component a few pixels to the north of MM2.
herefore, a single set of tolerance levels may not be ideal for the
hole data set. To test the performance of automated fitting, we

un stage (3) with another two sets of tolerance levels labelled as
ersion 1 and version 2. In version 1, we relax the T 3 constraint on
he maximum velocity dispersion of fitted components by 60 per cent
ompared with version 0; in version 2, we tighten the T 4 constraint
n the fitted centroid velocity to 40 per cent of the value in version
 (see Table 2 ). We compile all the results from the three versions
nd select the models with the lowest AIC values as the best-fitting
nes. More than 79 per cent of the final best-fitting models are
dopted from version 0; while 8 per cent are taken from version
 and 3 per cent from version 2. For ∼ 9 . 7 per cent of the pixels
ithin the mask applied in stage 1, SCOUSEPY could not find best-
tting models which satisfy all the conditions mentioned abo v e. The

olerance levels applied in each version are summarized in Table 2 .
he contribution of each version to the final results is shown in the

eft panel of Fig. 4 . Examples of the SCOUSEPY fits to the N 2 H 

+ 

pectra are shown in Fig. A1 . 
We note that SCOUSEPY is not designed to reproduce absorption and 

hat Gaussian decomposition is applied only to the N 2 H 

+ emission.
he analyses described below also focus only on the N 2 H 

+ emission
eatures. 

.2 Results and basic statistics 

e obtain best-fitting models for 43 079 spectra, and a total of 96 157
aussian velocity components. This corresponds to an average of 
2 . 2 components per pixel. Indeed, more than 66 per cent of the

pectra are fitted with models containing multiple velocity compo- 
ents. The right panel of Fig. 4 shows the distribution of the number
f velocity components at each pixel. Pixels with zero components 
o not have accepted models (see Section 4.1 ). SCOUSEPY fits from
 to 6 components to individual spectra (with no maximum number
f components imposed), with a median number of components of 
. As illustrated by the right-hand panel of Fig. 4 , the complexity of
he velocity structure varies spatially. The vicinity of MM2 is among
he regions with the most complex spectra: to the north of MM2, the
edian number of components/pixel reaches 4, and to the south of
M2 the median number of components/pixel is 3. 
The top panel of Fig. 5 presents a histogram of the centroid

elocities of the best-fitting components. The centroid velocities 
ange from 27.6 to 42.1km s −1 , with a mean of 35.7 km s −1 , a
tandard deviation of 1.8 km s −1 , and an interquartile range of
.7 km s −1 . The velocity histogram deviates from a Gaussian-like
istribution in having two main groups of peaks, at ∼ 34 . 5 and

37 km s −1 , possibly indicative of large-scale velocity gradients 
cross the region. Sharp spikes and shoulders are also visible, 
eflecting complex velocity substructures on small spatial scales. 
he bottom panel of Fig. 5 plots amplitude against centroid velocity
MNRAS 533, 1075–1094 (2024) 
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Figure 4. Left panel: the version of the best-fitting model employed in the final compiled solution for each of the 48 141 individual spectra. The numbers on 
the colour bar correspond to the versions described in Section 4.1 . Right panel: distribution of the number of velocity components in the best-fitting models. 
Red circles mark the locations of the 10 spectra selected for hyperfine structure fitting (see Section 7.3 ). ALMA 0.82-mm continuum contours (white, levels: 
0.5 mJy beam 

−1 × [5, 15, 40, 160, 280]) are o v erlaid in both panels. 

Figure 5. Top panel: histogram of centroid velocities for the best-fitting 
components (bin size: 0.25 km s −1 ). Bottom panel: fitted amplitudes of 
velocity components versus centroid velocity. 

Figure 6. Histogram of velocity dispersion for the best-fitting components 
(bin size: 0.06 km s −1 ). 
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or all fitted components. The fitted amplitudes range from ∼12.5
o ∼539.4 mJy beam 

−1 , with a median of ∼ 93.3 mJy beam 

−1 . The
trongest components generally fall within the interquartile range in
elocity, while the components on the tails of velocity distribution
re generally weaker. 

The fitted velocity dispersion ranges from 0.1 to 4.6 km s −1 , with
 median of 0.4 km s −1 and an interquartile range of 0.3 km s −1 . As
hown in Fig. 6 , the histogram of σv is highly asymmetric, with a tail
xtending to 12 × the median value. This asymmetry is also reflected
n a positive skewness of ∼ 2 . 6. We therefore present median
nd interquartile values instead of mean and standard deviation
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Figure 7. Spatial distribution of fitted velocity components with high- 
velocity dispersions: yellow crosses mark 1.3 < σv < 2.5 km s −1 and green 
crosses mark σv > 2.5 km s −1 , where 1.3 and 2.5 km s −1 are the 99th and 
99.9th percentile of the velocity dispersion distribution. Contours show the 
ALMA 0.82 mm continuum (black, levels: 0.5mJy beam 

−1 × [5, 15, 40, 
160, 280]), SMA blueshifted and redshifted 12 CO (3-2) line emission from 

Cyganowski et al. ( 2014 , 2017 ) (blue: [4, 6, 9] × 1.0 Jy km s −1 , red: [4, 6, 9, 
12, 15, 18] × 1.0 Jy km s −1 ), and ALMA blueshifted and redshifted CH 3 OH 

(4 −1 , 3 –3 0 , 3 ) line emission from Cyganowski et al. ( 2022 ) (cyan: [4, 7, 10, 15] 
×σ = 5.5 mJy km s −1 , magenta: [4, 7] ×σ = 3.3 mJy km s −1 ). Contours 
are from images corrected for the primary beam response. The dashed black 
circle shows the FWHP (50 per cent response) level of the ALMA primary 
beam, and the ALMA images are masked at its 20 per cent response level. 
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6 ACORNS is a publicly available PYTHON package, and can be downloaded 
from https:// github.com/ jdhenshaw/ acorns . 
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alues to better describe the concentration and dispersion of σv . 
nvestigating the spatial distribution of the high-velocity-dispersion 
ail, we find that the highest-dispersion components (99.9th per- 
entile, σv > 2.5 km s −1 ), shown as green crosses in Fig. 7 , are
ssociated with the protostellar outflows from MM7/9 and from MM1
nd/or MM3 (Cyganowski et al. 2011a , 2014 , 2017 ). As shown in
ig. 7 , many components with 1.3 < σv < 2.5 km s −1 (99th to 99.9th
ercentile, sho wn as yello w crosses) are also spatially associated with
he outflows from MM1/3/7/9 or with MM2’s outflow, though some 
road components are also distributed along the north–southeast 
lamentary structure near MM2. (We focus here on high-dispersion 
oints within the FWHP extent of the ALMA primary beam, where 
he data are most sensitive, see Fig. 7 .) The spatial correlation
etween many high-velocity-dispersion components and known 
rotostellar outflows indicates that we are observing the imprint 
f protostellar feedback on the dense molecular gas, which will 
e discussed in detail, in conjunction with the bow-like feature 
entioned in Section 3.2.2 , in a separate publication. 

 H I E R A R C H I C A L  CLUSTERING  O F  

ELOCITY  C O M P O N E N T S  

.1 Hierarchical clustering with ACORNS 

o further analyse the velocity structure within the N 2 H 

+ -emitting 
as, we conduct hierarchical clustering of the velocity components 
xtracted in Section 4 using ACORNS 6 (Agglomerative Clustering 
or Organising Nested Structures, Henshaw et al. 2019 ). ACORNS 

s designed to characterize the hierarchical structure within discrete 
pectroscopic data (e.g. data points in position–position–velocity 
pace) based on the hierarchical agglomerative clustering technique. 
 comprehensive description of the philosophy and parameters of 

his package can be found in Henshaw et al. ( 2019 , appendix B). 
Before running the ACORNS clustering, we perform a cleaning 

f the velocity components extracted by SCOUSEPY . We discard all
ixels without fits ( ∼ 5 per cent of the total SCOUSEPY data), remo v e
omponents with peak intensities < 3 σ (where σ is the rms, mea-
ured individually for each spectrum), and remo v e components where 
ither the peak intensity or the velocity dispersion is smaller than its
ssociated uncertainty. We then conduct the ACORNS clustering only 
n the remaining velocity components, which represent ∼94 per cent 
f the total number of extracted components. 
We first perform ACORNS clustering of the SCOUSEPY fits in 

osition–position–velocity space, with parameters based on the 
patial and spectral resolution of our N 2 H 

+ data. The minimum
adius of a cluster is set to 4 × the pixel size to ensure that the
inimum number of data points in a cluster is comparable to the

umber of pixels in a synthesized beam ( ∼52). The minimum
eight abo v e the merge level is set to be 3 × the mean rms and
he maximum absolute velocity difference between two components 
dentified as linked is set to 0.2 km s −1 , the channel width of the N 2 H 

+ 

mage cube (Section 2 ). We add an additional clustering criterion
ased on the velocity dispersion, requiring the absolute difference 
n velocity dispersion between tw o link ed components to be smaller
han 0.2 km s −1 . With these parameters, ACORNS identifies a total
f 198 clusters, which contain ∼ 95 per cent of the input velocity 
omponents. 

To investigate the sensitivity of the ACORNS results to the choice of
nput parameters, we performed additional clustering runs varying 
he peak intensity cutoff and the relaxation of linking lengths. In
hese tests, we found that applying a 5 σ (rather than 3 σ ) threshold
o the velocity components excluded a significant amount of data 
 ∼23 per cent) and so did not reflect the extended structure of
lusters. We then tested the clustering criteria for position, velocity, 
nd velocity dispersion with different relaxation levels of linking 
engths, relaxing the linking criteria by 20 and 50 per cent to enable
lusters to grow. These tests showed that the clustering results are
elatively robust against relaxation: the percentage of data points 
ssigned to clusters grew by only ∼0.3 and ∼0.8 per cent in the 20
nd 50 per cent relax ed v ersions, respectiv ely, indicating that the vast
ajority of pixels are clustered without the need for relaxing the

riteria. Based on these results, we adopt the original clustering run
escribed abo v e, with a 3 σ cutoff and without relaxing the linking
riteria, for the remainder of our analysis. 

.2 Results and statistics 

ig. 8 shows the hierarchical system (referred to as a ‘forest’)
dentified by the ACORNS PPV clustering. In general, a dendrogram 

forest’ consists of a number of ‘trees’; each tree may have sub-
tructure(s), which are referred to as ‘branches’ if they have further
ubstructure(s), or ‘leaves’ if they do not (see e.g Rosolowsky et al.
008 ; Goodman et al. 2009 ). Trees with no substructure are also
ate gorized as leav es. Our ACORNS PPV clustering identifies a total of
MNRAS 533, 1075–1094 (2024) 

https://github.com/jdhenshaw/acorns
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Figure 8. Dendrogram of the hierarchical system in the N 2 H 

+ (4-3)-emitting gas identified by ACORNS , referred to a ‘forest’. The forest consists of 70 trees, 
which are position- and velocity-coherent clusters. ∼ 23 per cent (16/70) of the trees have branches or leaves (i.e. substructure). The eight most dominant trees 
(Section 5.2 ) are plotted in colour. Substructure is indicated by short horizontal lines and the highest points of the leaves represent their peak intensities. 
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0 trees, of which 16 ( ∼23 per cent) have substructure, i.e. branches
r leaves. Eight of the identified trees together comprise � 60 per cent
f the data points used for the clustering analysis. These trees, shown
n colour in Fig. 8 , are designated Tree 0, Tree 17, Tree 1, Tree 4, Tree
, T ree 7, T ree 30, and T ree 57 (listed in order of decreasing number
f assigned data points). In this paper, we focus our analysis on Tree
, the dominant feature of the hierarchical system. Tree 9 will also
e discussed in Section 6.3 as supporting evidence for the physical
cenario proposed in this work. Analysis of other trees and their
ubstructures will be presented in separate publications focusing on
ifferent scientific topics. 
Tree 0 contains ≈ 20 per cent of the total velocity components,

he most of any tree, and the components with the highest peak
ntensity. Fig. 9 shows maps of the spatial distribution of the
eak intensities, centroid velocities, and velocity dispersions of the
NRAS 533, 1075–1094 (2024) 
elocity components in Tree 0. The maximum peak intensity in Tree
 is 539.4 mJy beam 

−1 and the median peak intensity is 122.7 mJy
eam 

−1 . The centroid velocities of the components in Tree 0 span a
elati vely narro w range of 35.0–38.8 km s −1 , compared to the range
f 27.6– 42.1 km s −1 for all fitted components (see Section 4.2 ). The
edian velocity of Tree 0, which is 37.0 km s −1 , falls within the

igher velocity of the two main peaks seen in Fig. 5 . The median
elocity dispersion of Tree 0 agrees with that of the full data set
 ∼0.4 km s −1 ), but Tree 0 lacks the high-dispersion tail seen in Fig.
 , with a maximum velocity dispersion of 1.5 km s −1 . Spatially, Tree
 appears to trace the major features in the moment 8 map (Fig. 2 b),
ncluding the main north–southeast filamentary structure and the
xtended emission that lies to the west of the southern end of the
ain filament. The strongest emission in Tree 0 is located in the
lamentary structure to the southeast of MM2 (see Fig. 9 ). Notably,
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Figure 9. Left panel: distribution of peak intensities of the velocity components of Tree 0. Middle panel: centroid velocity map of Tree 0. Right panel: velocity 
dispersion map of Tree 0. ALMA 0.82-mm continuum contours (black, levels: 0.5mJy beam 

−1 × [5, 15, 40, 160, 280]) are overlaid in all panels. 

Figure 10. Probability distribution function (PDF) of the centroid velocities 
of the components in Tree 0 (filled circles), o v erlaid with the best-fitting 
Gaussian model to the velocity PDF (dashed line). 
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he centroid velocity map of Tree 0 (shown in the middle panel of
ig. 9 ) reveals a roughly north–south velocity gradient along the main 
lamentary structure, which we consider further in Section 6.1 . The 
ost notable feature of the velocity dispersion map (right panel of
ig. 9 ) is an area of enhanced velocity dispersion ( ∼ 50–70 per cent)
round MM2, within a radius of ∼3 ′′ . 

Fig. 10 shows the probability distribution function (PDF) of the 
entroid velocities of the components in Tree 0. As illustrated by Fig.
0 , the velocity PDF is not well represented by a Gaussian model,
ith excesses at ∼36.3 and ∼37.8 km s −1 , and moderation in the tails.
he kurtosis of the velocity PDF of Tree 0 is estimated to be 2.3; a
alue < 3 (the kurtosis of the Gaussian distribution) implies lighter 
ails, consistent with the features of the PDF. While simulations 
f turbulence suggest Gaussian-like velocity PDFs (e.g. Federrath 
013 ), observations do not al w ays agree (e.g. Federrath et al. 2016 ;
enshaw et al. 2019 ). In their study of the Galactic Centre molecular
loud G0.253 + 0.016, Federrath et al. ( 2016 ) interpret double-peaked
eviations from a Gaussian distribution as the result of a large-scale
elocity gradient, and note that observational noise, the excitation of 
he molecular tracer, and smaller scale systematic motions may also 
ontribute to deviations from a Gaussian model (see also Henshaw 

t al. 2019 ). We suggest that the double-peak feature in the Tree 0
elocity PDF may be caused by the large-scale velocity gradient seen
n Fig. 9 , similar to the case in Federrath et al. ( 2016 ). 

 FI LAMENTARY  AC C R E T I O N  FLOW S  

.1 Velocity gradient 

s discussed in Section 5.2 , the centroid velocity map of Tree 0
hows an ∼north–south velocity gradient, consistent with this tree’s 
ouble-peaked velocity PDF. As shown in Fig. 9 (middle panel), this
elocity gradient goes through MM2 and extends to MM1 to the
outh and to the MM7/MM9/MM13/MM17 group of sources to the 
orth of MM2. To analyse the gas kinematics in the surroundings
f MM2, we select a position- and velocity-coherent substructure 
a ‘branch’) of Tree 0 that encompasses the immediate environment 
f MM2, designated Branch 8. The centroid velocity map of this
ranch is shown in Fig. 11 . On the plane of the sky, Branch 8 is
0.17 pc long and ∼0.05 pc wide. It hosts the brightest velocity

omponents of Tree 0 (with a peak intensity of 539.4 mJy beam 

−1 ),
nd has a median intensity of 209.1 mJy beam 

−1 , which is higher
han the median intensity of Tree 0 by a factor of ∼1.7. The centroid
elocities in Branch 8 range from 35.9 to 38.6 km s −1 with a median
alue of 37.3 km s −1 , co v ering ∼ 71 per cent of the v elocity range
f Tree 0. Branch 8 also contains the broadest velocity components
f Tree 0, with a maximum velocity dispersion of 1.5 km s −1 and a
edian of 0.5 km s −1 . 
We measure the magnitude and direction of the velocity gradient 

f Branch 8 using the methods proposed by Goodman et al. ( 1993 ).
 linear gradient of centroid velocities is described by the following

quation: 

 = v 0 + a�α + b�δ, (1) 

here �α and �δ are the variations in right ascension and declination 
n units of radians; a and b are the projections of the velocity gradient
MNRAS 533, 1075–1094 (2024) 
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Figure 11. Left panel: centroid velocity map of Branch 8. Top right panel: map of best-fitting velocity gradient; its direction is indicated by the black arrow. 
Bottom right panel: residual map, generated by subtracting the best-fitting velocity gradient from the observations. In all panels, ALMA 0.8-mm continuum 

contours (black; contour levels: 0.5 × [5, 15,40, 160, 280] mJy beam 

−1 ) and ALMA 1.3-mm continuum contours from Ilee et al. ( 2018 ) (green; contour levels: 
0.06 × [10, 50, 150] mJy beam 

−1 ) are o v erlaid. The synthesized beams of the 0.8- and 1.3-mm data are shown in the left-hand panel, at bottom left and right, 
respectively. 

p  

a  

|

|
w  

d




W  

a  

L  

f  

t
p  

∼  

1  

g  

c  

v
 

t  

a  

s  

7

m
a

B  

e  

T  

∼  

2  

s  

W  

a  

fi  

v  

×  

a
 

l  

s  

l  

g  

s  

f  

w  

t
(  

i  

s  

v  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/533/1/1075/7725814 by Sarah D
akin user on 25 Septem

ber 2024
er radian on the axes of right ascension and declination, respectively;
nd v 0 is the systemic velocity. The magnitude of the velocity gradient
∇v| is given by 

∇v| = 

√ 

a 2 + b 2 

D 

, (2) 

here D is the distance to the source (3.37 kpc, Section 1 ). The
irection of increasing velocity (east of north) is 

 = arctan ( 
a 

b 
) . (3) 

e estimate the values of a and b by fitting a first-degree bi v ari-
te polynomical to the centroid velocity map of Branch 8 using
MFIT . 7 The uncertainties associated with the centroid velocities
rom SCOUSEPY are included to constrain the fitting. We estimate
he velocity gradient exhibited by Branch 8 to be 10.5 ±0.2 km s −1 

c −1 in a direction of ∼18.9 ◦ (east of north) o v er a spatial scale of
0.17 pc. The best-fitting model is shown in the top right panel of Fig.

1 , with the black arrow indicating the direction of the fitted velocity
radient. The bottom right panel of Fig. 11 shows the residual map,
alculated by subtracting the best-fitting model from the centroid
elocity map. The residuals range from −1.3 to 1.2 km s −1 . 

In other filamentary high-mass star-forming regions, the magni-
udes of velocity gradients measured along (sub)filaments vary by
n order of magnitude, with a trend of larger velocity gradients at
maller spatial scales: ∼0.2–0.9 km s −1 pc −1 at > 1–8 pc scales (e.g.
NRAS 533, 1075–1094 (2024) 

 LMFIT is a PYTHON package designed for non-linear least-squares mini- 
ization and curve-fitting based on scipy.optimize. The package is publicly 

vailable via https:// github.com/ lmfit/ lmfit-py . 
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ally et al. 1987 ; Peretto et al. 2014 ; Tackenberg et al. 2014 ; Zhang
t al. 2015 ; Hacar et al. 2017 ; Yuan et al. 2018 ; Chen et al. 2019 ;
revi ̃ no-Morales et al. 2019 ; Hu et al. 2021 ; Beltr ́an et al. 2022 ),
0.7–0.8 km s −1 pc −1 at ∼1 pc scales (e.g. Fern ́andez-L ́opez et al.

014 ; Henshaw et al. 2014 ), and � 1–20 km s −1 pc −1 at ∼0.1–0.5 pc
cales (Henshaw et al. 2013 ; Liu et al. 2016 ; Hacar et al. 2018 ;

illiams et al. 2018 ; Li et al. 2022 ). This finding is reinforced by
 recent systematic study of the gas kinematics of a large sample of
laments using ALMA H 

13 CO 

+ data, where the magnitude of the
elocity gradients increases from a few ×∼ 1 km s −1 pc −1 to a few
∼ 10 km s −1 pc −1 as the extent over which the velocity gradients

re measured decreases from ∼1 to ∼0.1 pc (Zhou et al. 2022 ). 
Zhou et al. ( 2022 ) argue that the smaller velocity gradients at

arger scales are likely caused by pressure-driven inertial inflows
haped by either turbulence or gravity at large spatial scales, while the
arger velocity gradients at smaller scales are likely attributable to the
ravity of dense structures (e.g. cores and/or the hubs of hub-filament
ystems). The latter scenario agrees well with our measurements
or Branch 8 ( ∼10.5 km s −1 pc −1 o v er ∼0.17 pc). F or comparison,
e also estimate the velocity gradient of Tree 0 using the same

echnique, which gives 9.3 ±0.1 km s −1 pc −1 in a direction of ∼34.7 ◦

east of north) o v er ∼0.47 pc. The magnitude of the velocity gradient
ncreases moderately (1.2 km s −1 pc −1 , ∼ 13 per cent ) when the
patial scale decreases by 0.3 pc ( ∼ 60 per cent ). We note that the
ariation in observed velocity gradients along filaments may also
e influenced by projection effects: The observed magnitude of the
elocity gradient along a filament will be smaller if the orientation
f the filament is closer to the plane of sky. 
Simulations and observations suggest that gravity is dynamically
ore important at higher densities and smaller spatial scales (e.g.

https://github.com/lmfit/lmfit-py
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milgys & Bonnell 2016 ; Chen et al. 2019 ). Williams et al. ( 2018 )
nd that > 60 per cent of the dense cores in the IRDC SDC13 are
ssociated with the peaks of velocity gradients traced by NH 3 , which
s interpreted as a signature of cores accreting material from their 
arental filaments. We note that the southeast end of Branch 8 
eaches the 160 σ 0.8-mm continuum contour around the proto-O 

tar MM1, roughly ∼1700 au from the centre of MM1. The gravity
f MM1 (with an enclosed mass of ∼40 M �, Ilee et al. 2018 ) is
xpected to dominate over pressure support in its local ( � 0.1–0.6 pc)
n vironment (W illiams et al. 2018 ; Chen et al. 2019 ). As a test of
inimizing the effects of MM1, we measured the velocity gradient 

dopting the southern end of the 15 σ contour extending from MM2 to
M1 as a boundary, and obtain a value of 8.4 ±0.2 km s −1 pc −1 in the

irection of ∼14 ◦ (east of north). This suggests that introducing an 
rtificial boundary has a limited ( ∼20 per cent) effect on the velocity
radient measurement. The GHC model (V ́azquez-Semadeni et al. 
017 , 2019 ) also suggests that global collapse driven by the large-
cale gravitational potential well and local collapse driven by small- 
cale o v erdensities take place concurrently. In this scenario, the 
bserv ed v elocity gradient of Branch 8 w ould most lik ely be caused
y a combination of large-scale gas flows towards the centre of
he massive cluster and small-scale gas flows towards both MM1 
nd MM2 (as seen in Peretto et al. 2014 ). In this context, it would
e difficult to define a physically meaningful boundary within a 
ontinuity of gas flows. We thus adopt the measurement using the 
ull extent of Branch 8 in our analysis. 

.2 Mass inflow rate 

elocity gradients along filaments are commonly interpreted as 
ignatures of longitudinal gas flows (e.g. Kirk et al. 2013 ; Peretto
t al. 2014 ; Liu et al. 2016 ; Lu et al. 2018 ; Yuan et al. 2018 ; Chen
t al. 2019, 2020b ; Trevi ̃ no-Morales et al. 2019 ; Hu et al. 2021 ). If
he filamentary structure observed in G11.92 −0.61 is oriented such 
hat its southeast end is further from the observer than its north-west
nd, the observ ed v elocity gradient in Branch 8 is consistent with
ccelerating accretion flows towards MM2. 8 

Based on the hypothesis of filamentary accretion flows, we can 
erive the mass inflow rate using the velocity gradient and mass of
ranch 8 following the procedure in Kirk et al. ( 2013 ). We estimate

he gas mass of Branch 8 from its 0.82-mm integrated flux density,
hich is measured by integrating the intensity within the boundary of
ranch 8 using the CASA task imstat , under the simple assumptions
f optically thin, isothermal dust emission as (see e.g Cyganowski 
 Henshaw et al. ( 2014 ) interpret the symmetrical velocity gradients (with 
 mean magnitude of ∼2.5 km s −1 pc −1 ) towards the SW core in IRDC 

035.39-00.33 as either accretion flows along filaments towards the SW 

ore, or an expanding shell of dense gas driven by protostellar outflows and/or 
tellar winds. The expanding shell scenario is supported by the detection of 
 and 24 µm emission (indicative of the presence of young stars) and a 
igh-velocity redshifted wing traced by CO (1-0) (indicative of protostellar 
utflo ws) to wards the SW core. As introduced in Section 1 , MM2 hosts an 
arly-stage high-mass protobinary system that drives a low-velocity bipolar 
utflow. Compared with the SW core, MM2 is on an earlier evolutionary 
tage; its protostellar feedback is thus less likely to drive an expanding shell 
f dense gas with a velocity gradient of ∼10.5 km s −1 pc −1 , which is higher 
han that reported by Henshaw et al. ( 2014 ) by a factor of ∼4. In addition, the 
bserv ed ∼south–north v elocity gradient in Branch 8 is unlikely to be caused 
y the ∼west–east bipolar outflow associated with MM2 (see Fig. 7 ). 
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t al. 2011a , 2017 ) 

 gas ( M �) = 

4 . 79 × 10 −14 R S ν( Jy ) D 

2 ( kpc ) 

B( ν, T dust ) κν

, (4) 

here R is the gas-to-dust mass ratio (assumed to be 100), S ν is the
ntegrated flux density, and D is the distance to G11.92 −0.61. We
dopt κ0 . 82 mm 

= 2 . 3 cm 

2 g −1 , based on linear interpolation of the
ssenkopf & Henning ( 1994 ) values for MRN grains with thick ice
antles and n H 2 = 10 6 cm 

−3 (column 7 of their table 1), and a dust
emperature range T dust = 15–25 K. Our adopted dust temperature 
ange is informed by clump-scale NH 3 temperature measurements 
or G11.92 −0.61 ( T kin ∼26 K from single-component fitting and
 kin ∼14 and 54 K from two-component fitting, where the 54 K-
omponent is attributable to the immediate environment of MM1; 
yganowski et al. 2013 ) and by temperature maps derived from
LA NH 3 observations of other EGOs (e.g. Brogan et al. 2011 , their
ig. 3). With our adopted parameters, we estimate the mass of Branch
 as ∼30–65 M �. For a simple cylindrical model with a length of L ,
 mass of M , a velocity gradient observed along the main axis of the
lament of ∇v, and an inclination angle to the plane of sky of α, the
ate of mass flow Ṁ is given by (Kirk et al. 2013 ) 

˙
 = 

|∇v| M 

tan( α) 
, (5) 

here |∇v| is the magnitude of the velocity gradient. Based on
ur estimates of the branch mass and velocity gradient (above 
nd Section 6.1 ) and considering a range of plausible inclination
ngles, we derive mass accretion rates of 1 . 8 × 10 −4 M � yr −1 (for
 dust = 25 K and an inclination angle α = 60 ◦) to 1 . 2 × 10 −3 M �
r −1 ( T dust = 15 K and α = 30 ◦). 
We note that in addition to the uncertainties in inclination angle and 

ust temperature reflected in the range quoted abo v e, our estimates
f Ṁ are also affected by other sources of uncertainty in our
ass estimates. We estimate a factor of ∼2 systematic uncertainty, 

ncompassing the uncertainties in the adopted κ and gas-to-dust mass 
atio and the uncertainty associated with the isothermal assumption 
see also e.g. Brogan et al. 2009 ; Beuther et al. 2021 ). While assuming
ptically thin dust emission can lead to underestimating masses on 
ore scales (e.g. Cyganowski et al. 2014 ; Brogan et al. 2016 ), the
ptically thin assumption is likely to be valid o v er the vast majority
f the area of Branch 8, which has a mean brightness temperature 9 

f only 0.35 K (see also e.g. Beuther et al. 2018 ). We also note
hat we have not attempted to impose a boundary between 0.82-mm
ontinuum emission associated with the filament and with the MM2 
ore. The integrated flux density reported for MM2 in Section 3.1 is a
t to the total emission at the core position, so includes a contribution
rom the background filament, and our measurement of the integrated 
ux density of Branch 8 includes the area of the compact core. 
Reported mass accretion rates along filaments vary by two orders 

f magnitude, from ∼ 10 −5 M � yr −1 (e.g. Kirk et al. 2013 ; Henshaw
t al. 2014 ; Peretto et al. 2014 ; Trevi ̃ no-Morales et al. 2019 ; Li et al.
022 ) to ∼ 10 −4 M � yr −1 (e.g. Lu et al. 2018 ; Yuan et al. 2018 ;
hen et al. 2019 ) to ∼ 10 −3 M � yr −1 (e.g. Liu et al. 2016 ; Hu
t al. 2021 ). This range is likely attributable to the different total
asses of these star-forming regions (e.g. low-mass or high-mass) 

ombined with variations in velocity gradient measurements (e.g. 
racer, spatial scale), mass calculations (e.g. based on molecular line 
r dust emission, clump mass or filament mass), and inclination angle
MNRAS 533, 1075–1094 (2024) 

 Measured from the brightness temperature map computed using the beam- 
ize and the tt.brightnessImage function of toddTools . 
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M

Figure 12. Left panel: distribution of peak intensities of the velocity components of Tree 9. Middle panel: centroid velocity map of Tree 9. Right panel: velocity 
dispersion map of Tree 9. ALMA 0.82-mm continuum contours (black, levels: 0.5mJy beam 

−1 × [5, 15, 40, 160, 280]) are overlaid in all panels. 
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ssumptions. Our estimated Ṁ of 1 . 8 × 10 −4 to 1 . 2 × 10 −3 M � yr −1 

s higher than the values reported in early studies of filamentary
ccretion flows in high-mass IRDCs [ ∼(2.5–7) ×10 −5 M � yr −1 , e.g.
enshaw et al. 2014 ; Peretto et al. 2014 ]. The typical accretion rates
f (0.5–3.5) ×10 −4 M � yr −1 found by Lu et al. ( 2018 ) in their
tudy of NH 3 filaments in high-mass star-forming clouds also fall
t the low end of our estimated range. We note that our estimated
elocity gradient is also higher ( ∼ 10.5 km s −1 pc −1 compared to ∼
–2.5 km s −1 pc −1 for the clouds studied by Henshaw et al. 2014 ;
eretto et al. 2014 ; Lu et al. 2018 ), which would naturally lead to
igher estimated accretion rates for filaments of roughly comparable
ass (equation 5 ). Liu et al. ( 2016 ) report a similarly large velocity

radient ( ∼10 km s −1 pc −1 ) in filaments identified in NH 3 (1,1) in the
igh-mass cluster-forming region AFGL 5142. Adopting the clump
ass as a lower limit to the total mass of filaments, Liu et al. ( 2016 )

erive a filamentary mass accretion rate of ∼ 2 . 1 × 10 −3 M � yr −1 ,
ithin a factor of 2 of the high end of our estimates for G11.92 −0.61
M2. 

.3 Multiple filamentary accretion flows 

n addition to Tree 0, Tree 9 also displays a velocity gradient along
he main filamentary structure in an ∼north–south direction. Fig. 12
hows maps of the spatial distribution of the peak intensities, centroid
 elocities, and v elocity dispersions of the v elocity components in
ree 9 (as shown for Tree 0 in Fig. 9 ). The maximum peak intensity

n Tree 9 is 252.1 mJy beam 

−1 and the median is 75.0 mJy beam 

−1 .
he centroid velocities of the components in Tree 9 fall within the

ower velocity of the two main peaks in Fig. 5 , ranging from 32.7
o 35.2 km s −1 with a median of 34.0 km s −1 (in contrast to Tree
, see Section 5.2 ). The maximum velocity dispersion in Tree 9
s 1.4 km s −1 and the median is 0.5 km s −1 . Though the brightest
omponents of Tree 0 are about a factor of 2 stronger than those of
ree 9, the maximum and median velocity dispersions of the two trees
re similar. Notably, the distinct centroid velocity ranges of the two
rees (32.7–35.2 km s −1 for Tree 9 and 35.0–38.8 km s −1 for Tree 0)
uggest that they are kinematically separate structures. We measure
he velocity gradient of Tree 9 following the procedure described
n Section 6.1 , and obtain a velocity gradient with a magnitude of
NRAS 533, 1075–1094 (2024) 
9.0 km s −1 pc −1 and a direction of ∼149 ◦ (east of north). If the
tructure traced by Tree 9 is oriented such that its northern end is
urther from the observer than its southern end, the observed velocity
radient is consistent with a stream of gas flowing towards MM2.
he distinct ranges of centroid velocities and the comparable velocity
ispersions of Tree 0 and Tree 9 suggest a scenario in which MM2 is
ed by multiple filamentary gas flows that partially o v erlap along the
ine of sight. This implies that the filamentary structure seen in the
.82-mm dust continuum contains multiple kinematic substructures.
Velocity-coherent substructures within filaments (often known as

fibres’) have been identified in other high-mass star-forming regions,
ncluding Orion (where Hacar et al. 2018 identified 55 position- and
elocity-coherent fibres within the integral-shaped filament using
 2 H 

+ (1-0)), NGC 6334 (Shimajiri et al. 2019b ; Li et al. 2022 )
nd the DR21 ridge in Cygnus X (Cao et al. 2022 ). Hydrodynamic
imulations with turbulence can reproduce filament substructures
imilar to those seen in observations, and demonstrate that they play
 crucial role in channelling mass on to star-forming cores embedded
ithin filaments (e.g. Smith, Glo v er & Klessen 2014 ; Smith et al.
016 ; Clarke, Williams & Walch 2020 ). Ho we ver, simulation-based
tudies of the correspondence between fibres identified in position–
osition–velocity space and coherent substructures in position–
osition–position space have also emphasized the need for caution
n interpreting observed filament substructures due to line-of-sight
onfusion and projection effects (e.g. Zamora-Avil ́es, Ballesteros-
aredes & Hartmann 2017 and Clarke et al. 2018 , with the latter
nalysing synthetic C 

18 O observations). 

 DI SCUSSI ON  

.1 Mass inflow feeding the protobinary 

ur analysis of the gas kinematics in the surroundings of MM2
eveals position- and velocity-coherent substructures in the N 2 H 

+ -
mitting gas that we interpret as tracing filamentary accretion flows
n to MM2 (Section 6 ). As MM2 is now known to host a young
rotobinary system undergoing ongoing accretion (Section 1 , see
lso Cyganowski et al. 2022 ), we can use our estimates of the
lamentary mass inflow rate to consider the time-scales for filament-
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ed growth of the embedded protostars. Cyganowski et al. ( 2022 )
stimate the current protostellar masses of the binary members to 
e ∼1M � each. If the o v erall efficienc y factor for transporting
he gas carried by the filamentary inflows on to the protostars is
0 per cent, the members of the protobinary will double their masses
n ∼ 3 . 3 × 10 3 to ∼ 2 . 2 × 10 4 yr (where the range corresponds to
he range in our estimated filamentary accretion rate: 1 . 8 × 10 −4 

o 1 . 2 × 10 −3 M � yr −1 , Section 6.2 ), comparable to the dynamical
ime-scale of the CH 3 OH outflow ( t dyn ∼4600 and 12 100 yr for the
lue and red lobes, respecti vely; Cygano wski et al. 2022 ). Similarly,
he time for each member of the protobinary to reach a mass of
 M � would be ∼ 2 . 3 × 10 4 to ∼ 1 . 6 × 10 5 yr, and the time for each
ember of the protobinary to reach 10 M � would be ∼ 3 . 0 × 10 4 to
2 . 0 × 10 5 yr. Interestingly, using chemical clocks, Sabatini et al.

 2021 ) derive time-scales of ∼ 5 × 10 4 yr for the 70 µm-weak phase
nd of ∼ 1 . 2 × 10 5 yr for the subsequent MIR-weak phase in the
volutionary stages of the ATLASGAL-TOP100 sample of massive 
tar-forming clumps (K ̈onig et al. 2017 ). While the uncertainties are
onsiderable, we note that the combined time-scale of the 70 µm-
eak and MIR-weak phases ( ∼ 1.7 ×10 5 yr) is comparable to our
pper estimates of the time-scale for the binary members to become 
assive protostars ( M � 8 M �). 
We note that the time-scale estimates abo v e consider mass aggre-

ation processes involving multiple spatial scales: (a) from filaments 
o cores and (b) from cores to stars. The efficiencies of both processes
re poorly constrained. Analysis of the relationship between the 
restellar core population and the column density shows that only 
 small fraction of dense gas is contained in prestellar cores, for
xample, ∼ 15 per cent in the Aquila Cloud Complex (Andr ́e et al. 
014 ) and ∼ 22 per cent in Orion B (K ̈on yv es et al. 2020 ). In the
HC scenario, filaments themselves are assembling mass from their 

urroundings while they transport material on to embedded star- 
orming cores (V ́azquez-Semadeni et al. 2017 , 2019 ). The efficiency
f the mass transport from filaments to cores will depend on the
ynamical time-scales of the two structures. 

.2 Velocity gradient across filament 

he direction of the best-fitting velocity gradient for the centroid 
elocity map of Branch 8 is ∼19 ◦ east of north, offset by ∼40 ◦ from
he main axis of Branch 8 (see top right panel of Fig. 11 ). This offset
uggests that the observ ed v elocity gradient consists of a component
hat is aligned parallel to the main axis of Branch 8 ( ∼southeast–
orthwest) and a perpendicular component ( ∼southwest–northeast). 
s discussed abo v e, the parallel component is most likely associated
ith longitudinal filamentary accretion flows towards MM2. Velocity 
radients that are perpendicular to the main axes of filamentary 
tructures have been observed in (sub)filaments in nearby (Kirk 
t al. 2013 ; Palmeirim et al. 2013 ; Fern ́andez-L ́opez et al. 2014 ;
habal et al. 2018 , 2019 ; Chen et al. 2020a, 2020b ) and high-mass

Schneider et al. 2010 ; Beuther et al. 2015 , Williams et al. 2018 ;
hou et al. 2021 ) star-forming regions. These perpendicular velocity 
radients have been interpreted as signatures of asymmetric mass 
ccretion flows on to (sub)filaments (Palmeirim et al. 2013 ; Chen 
t al. 2020b ), which can be induced by the compression of shocked
as (Dhabal et al. 2018 ; Shimajiri et al. 2019a ; Chen et al. 2020a ), as
irect results of compression flows (Schneider et al. 2010 ; Williams 
t al. 2018 ; Dhabal et al. 2019 ; Zhou et al. 2021 ), and as the combined
esult of mergers/collisions of velocity-coherent subfilaments and the 
ccretion and rotation of filaments (Beuther et al. 2015 ). 

As G11.92–0.61 is a young embedded massive protocluster where 
CHII and H II regions have not yet developed (Ilee et al. 2016 ) and is
ocated ∼1 pc away from the ultracompact H II region G11.94–00.62
Churchwell, Walmsley & Wood 1992 ), the kinematics of dense 
lamentary structures in G11.92–0.61 will not yet be shaped by 

he feedback from either internal or external expanding H II regions.
ranch 8 has a mass of ∼30–65 M � and a length of ∼0.17pc, yielding
 mass per unit length of M line ≈174–380 M � pc −1 . These values
re higher than the thermal critical values M line , crit calculated with 
quation (11) of Kirk et al. ( 2013 ) for T ∼15–25 K by a factor of
4–15, suggesting that thermal pressure is insufficient to support 
ranch 8 against gravitational collapse. Branch 8 thus is likely to
ndergo radial collapse, which, if asymmetric, can also contribute 
o the observed perpendicular velocity gradient. We speculate that 
he perpendicular velocity gradient could be the combined result of 
he radial collapse, mass accretion, and rotation of the filamentary 
tructure, while accretion may dominate o v er rotation as it evolves
e.g. Kirk et al. 2013 ). This is a picture consistent with the GHC
cenario (V ́azquez-Semadeni et al. 2017 , 2019 ), where the mass
ggregation processes of filaments and of the cores within them take
lace concurrently. In this scenario, gas is accreted on to filaments
nd then continuously flows along them, as posited by Chen et al.
 2020b ) based on their NH 3 observations of NGC 1333. 

.3 Limitations and future work 

e note that the line profiles in the N 2 H 

+ (4-3) data cube are shaped
y three main factors: multiple velocity components, hyperfine struc- 
ure (hfs), and missing short spacing information. In addition, self- 
bsorption might also affect the line profiles in the densest region.
n this work, we have used Gaussian Decomposition to disentangle 
he multiple velocity components and study the gas kinematics. Of 
he remaining factors, we can quantitatively investigate the effects of 
fs and self-absorption using our existing data, while missing short 
pacings are an area for future work, as discussed below. 

As noted in Section 3.2.2 , the hfs of the N 2 H 

+ (4-3) transition can
ontribute to shaping the line profile (see also Pagani et al. 2009 )
nd Friesen et al. ( 2010 ) found that Gaussian-fitting o v erestimated
he intrinsic N 2 H 

+ line width by ∼ 10-25 per cent. To quantify
his effect in our data, we carry out multicomponent hfs fitting
or a selection of 10 spectra using pyspeckit (Ginsburg & Mirocha
011 ; Ginsburg et al. 2022 ). The spectra were selected to span a
ange in the number of fitted Gaussian components (from 1 to 5);
heir locations are marked in the right-hand panel of Fig. 4 . The
YSPECKIT package applies a uniform excitation temperature (T ex ) 
o all fitted hyperfine lines. A one-component hfs fit thus has four
ree parameters: the centroid velocity, the velocity dispersion, T ex , 
nd the optical depth τ . An example of a one-component hfs fit
s shown in Fig. 13 . Since the number of fitted parameters in a
ulticomponent hfs fit is 4 × the number of velocity components, 
e use the best-fitting Gaussian models as initial guesses for the

entroid velocity and the velocity dispersion to better constrain the 
fs fitting. This approach achieves good fits for spectra with one
r two velocity components identified by Gaussian decomposition, 
ut T ex and τ are poorly constrained for many components in more
omplex spectra. To obtain reasonable fits for these more complex 
ases, we fix T ex for poorly constrained components to the mean
alue from the initial good fits (14 K). Fig. 14 presents a comparison
f the results of our Gaussian decomposition and hyperfine structure 
tting for the selected spectra. In this limited sample, we find that

n our data Gaussian Decomposition can o v erestimate the line width
y 37 per cent on average, while the fitted centroid velocities are
onsistent to within 0.1 per cent. 
MNRAS 533, 1075–1094 (2024) 



1090 S. Zhang et al. 

M

Figure 13. Examples of one-component (left panel) and two-component (right panel) N 2 H 

+ (4-3) hyperfine structure fits (red) o v erlaid on the observed spectra 
(black). The individual hyperfine components are shown in blue. The best-fitting parameters are listed at top right in each panel. 

Figure 14. Comparison of fitted parameters from Gaussian decomposition 
(black circles) and hyperfine structure fitting (red squares) for selected spectra 
(see Section 7.3 ). 

 

t  

I  

i  

m  

1  

w  

2  

o  

r  

D  

N  

o
i  

t  

t  

a  

B  

a  

a  

d  

u  

T  

T  

f  

e  

t  

v  

T  

P  

t  

(  

o  

0
(  

p  

f  

τ  

R  

t  

f  

F  

f  

h  

s  

t  

o  

n  

t  

g  

i
 

q  

o  

10 https://spectralradex.readthedocs.io 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/533/1/1075/7725814 by Sarah D
akin user on 25 Septem

ber 2024
The hfs fits can also be used to investigate the optical depth of
he N 2 H 

+ emission, and so the potential effects of self-absorption.
nspecting the aforementioned initial good hfs fits, we see no
ndications of self-absorption in the line profiles for components with

oderate optical depths > 1 (e.g. the components with τ ∼2–4 in Fig.
3 ). As the multicomponent hfs fits are in general poorly constrained,
e use the radiative transfer code RADEX (van der Tak et al.
007 ) to estimate the optical depth for all velocity components fit in
ur SCOUSEPY analysis. We use the molecular data and collisional
ate coefficients for N 2 H 

+ from the Leiden Atomic and Molecular
atabase (Sch ̈oier et al. 2005 ); the collisional rate coefficients are for
 2 H 

+ (including hfs) in collisions with H 2 for a temperature range
f 5–2000 K, and are extrapolated and scaled from those for N 2 H 

+ 

n collisions with He (Daniel et al. 2005 ). The other required inputs
o RADEX are the H 2 density n H 2 , the gas kinetic temperature T kin ,
he line width (FWHM), the molecular column density N (N 2 H 

+ ),
nd the background temperature T bg . The mean gas density of
NRAS 533, 1075–1094 (2024) 
ranch 8 is estimated to be n H 2 ∼ (1 −3) × 10 6 cm 

−3 assuming
 cylinder with a height of ∼0.17 pc, a diameter of ∼0.05 pc,
nd a mass of ∼30–65 M � (see Section 6 ). The N 2 H 

+ column
ensity is estimated following equation A4 in Caselli et al. ( 2002 ),
sing the integrated intensity of each fitted velocity component and
 ex = 14 K (see the previous paragraph). The partition function for
 ex = 14 K is interpolated using values from the Cologne Database
or Molecular Spectroscopy (CDMS, M ̈uller et al. 2001 , 2005 ). We
stimate the optical depth for each fitted velocity component using
he N 2 H 

+ column density estimated as described abo v e, the fitted
 elocity dispersion conv erted to FWHM line width, n H 2 = 10 6 cm 

−3 ,
 bg = 2.73 K, and T kin = 15–25 K (see Section 6.2 ) using the
YTHON package SPECTRALRADEX 

10 (Holdship et al. 2021 ). From
his analysis, we find that the optical depth of the hyperfine line
 JF 1 F ) = (456 − 345), the strongest hyperfine line with the largest
ptical depth, ranges from 0.02 to 1.5 for T kin = 15 K and from
.03 to 2.2 for T kin = 25 K. The total optical depth of the N 2 H 

+ 

4-3) transition ranges from 0.1 to 7.2 for T kin = 15 K, with ∼99
er cent of fitted components having τ < 4, and from 0.2 to 11 for
or T kin = 25 K, with ∼93 per cent of fitted components having
< 4. We emphasize that the optical depths estimated from our
ADEX modelling are sensitive to the assumed T kin and n H 2 and to

he column density, which depends on the assumed T ex (for example,
or the single-component spectrum shown in the left-hand panel of
ig. 13 , our RADEX modelling yields a total optical depth of 3.0
or T kin = 15 K and 4.8 for T kin = 25 K, compared to 2.4 from the
fs fit) and that T ex , T kin , and n H 2 are physically expected to vary
patially, which we cannot constrain with our ALMA data. Notably,
he number of fitted velocity components does not track the strength
f the N 2 H 

+ emission (compare Fig. 2 b and 4 ), for example, the
umber of fitted components is higher to the north of MM2, while
he N 2 H 

+ (4-3) emission is strongest to the south. Combined with the
enerally moderate optical depths, this suggests that self-absorption
s not a major contributor to the observed line profiles. 

The effects of missing short-spacing information cannot be
uantified with existing data (since no short-spacing N 2 H 

+ (4-3)
bservations are available) and this is a limitation of this study. Hacar

https://spectralradex.readthedocs.io
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t al. 11 have shown that missing short- and zero-spacings can affect 
he line profiles and relative intensities of the hyperfine components 
or N 2 H 

+ (1-0), and that the effects are highly non-linear. Ho we ver,
hese effects have not been investigated for N 2 H 

+ (4-3), and the
mpacts may be lessened by the much higher E upper and critical 
ensity of the (4-3) transition: E upper = 44.7 K and n crit = 2.8 ×10 6 

m 

−3 at 20 K for N 2 H 

+ (4-3) compared to E upper = 4.5 K and
 crit = 4.1 ×10 4 cm 

−3 at 20 K for N 2 H 

+ (1-0). 
The most straightforward way to address the lack of short spacing 

ata in this study, and a possible area for future w ork, w ould be
dditional observations of N 2 H 

+ (4-3) towards G11.92 −0.61, for 
xample, Atacama Compact Array (ACA) and Total Power (TP) 
bserv ations. N 2 H 

+ (4-3) observ ations are, ho we ver, challenging and
bserv ationally expensi ve, as the poor atmospheric transmission 
t the line frequency means that observations require excellent 
eather and/or very large amounts of observing time. The N 2 H 

+ (4-3)
bservations presented here total 4.52 h of on-source ALMA 12-m 

ime, for a single pointing (Table 1 ), and ACA 7-m observations
uitable for combining with the existing data would require > 20 h
n-source 12 Alternately, high-spatial-dynamic-range observations of 
he G11.92 −0.61 region in other lines known to trace filamentary 
ccretion flows (e.g. lower J transitions of N 2 H 

+ or lines of NH 3 or
 

13 CO; Hacar et al. 2018 ; Chen et al. 2020b ; Cao et al. 2022 ) may
ffer a more practical path to confirming our results with additional 
bservations and further investigating kinematics and multiscale 
ass accretion in the G11.92 −0.61 region. 

 C O N C L U S I O N S  

e hav e observ ed the former high-mass prestellar core candidate 
M2, which has recently been revealed to host a protobinary system

ri ving a lo w-velocity CH 3 OH outflo w. Our deep, sub-arcsecond
 ∼2000 au) resolution ALMA observations targeted the dense and 
epleted gas tracers H 2 D 

+ (1 1 , 0-1 1 , 1) and N 2 H 

+ (4-3). Our main
ndings are summarized as follows: 
(i) MM2, which appears as a strong, compact source of 0.82-mm 

ontinuum emission, lies on an ∼north–south filamentary structure 
ithin the G11.92 −0.61 massive protocluster. The filament is traced 
y both 0.82 mm continuum and N 2 H 

+ (4-3) emission, but there are
ifferences in the morphologies of the two tracers, with the peaks of
he integrated N 2 H 

+ emission offset by 0.9 and 1.2 arcsec ( ∼3000
nd 4000 au) from the 0.82-mm continuum peak. 

(ii) H 2 D 

+ is undetected towards MM2, to 4 σ limits of 10.8 mJy
eam 

−1 /0.23 K. The non-detection of H 2 D 

+ is likely due to internal
eating from the recently disco v ered protobinary system. 
(iii) The N 2 H 

+ spectra are complex, with multiple emission peaks 
nd, towards the MM2 core, absorption features. The complexity and 
patial variation of the N 2 H 

+ spectra indicate that multiple velocity 
omponents are present along the line of sight. 

(iv) Our analysis of the N 2 H 

+ gas kinematics, using pixel- 
y-pixel Gaussian decomposition with SCOUSEPY and hierarchical 
lustering of the extracted velocity components with ACORNS , reveals 
 hierarchical system in the N 2 H 

+ -emitting gas comprised of 70
elocity- and position-coherent clusters, known as ‘trees’. The eight 
1 Hacar, A., The need for data combination in the ALMA era, EAS2020–
S13a: 8 yr of ALMA ground-breaking results: a joint venture between the 
LMA user community and the ALMA Regional Centres, 2020 June 29–July 
. 
2 Based on the time multipliers in the ALMA Cycle 10 Proposer’s Guide, 
ttps:// almascience.eso.org/ proposing/ proposers-guide . 
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argest trees describe > 60 per cent of the fitted velocity components,
ith ∼20 per cent of fitted velocity components in the largest

primary) tree. 
(v) The primary tree exhibits an ∼north–south velocity gradient 

long the filamentary structure traced by the 0.82-mm continuum 

mission. Analysing an ∼0.17 pc-long substructure within this tree to 
ocus on gas kinematics around MM2, we find a best-fitting velocity
radient of ∼10.5 km s −1 pc −1 . Interpreting this velocity gradient as
racing filamentary accretion flo ws to wards MM2, we estimate a

ass inflow rate of ∼ 1 . 8 × 10 −4 to ∼ 1.2 ×10 −3 M � yr −1 . 
Our analysis of the dense gas kinematics in the surroundings of
M2 indicates that rather than being an isolated core, MM2 is

onnected to its larger scale environment. In particular, the ongoing 
ccretion on to the protobinary system – indicated by its outflow 

ctivity – is likely fed by the larger scale filamentary accretion 
ows. If 50 per cent of the mass inflow estimated abo v e reaches

he protostars, each will reach a mass of 8 M � within ∼ 1 . 6 × 10 5 

r, which is intriguingly comparable to the combined time-scale 
f the 70 µm-weak + MIR-weak phases of high-mass star formation
stimated from chemical clocks (e.g. Sabatini et al. 2021 ). In addition
o the primary tree that is the focus of our analysis, we also identify
 velocity gradient consistent with a filamentary accretion flow on to
M2 in a second tree, which is kinematically distinct but partially

 v erlaps the primary tree on the plane of the sky. This finding
uggests that the filamentary dust continuum structure contains 
ultiple kinematic substructures, and that MM2 may be fed by 
ultiple filamentary accretion flows. Additional observations of the 
11.92 −0.61 region, including in lower J and more easily observed
 2 H 

+ transitions, are needed to explore this possibility and expand
he investigation of mass accretion in G11.92 −0.61 to larger spatial
cales. 
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YTHON , Robitaille & Bressert 2012 ), and ANALYSISUTILS (Hunter
t al. 2023 ). 

ATA  AVAILABILITY  

he ALMA 0.82-mm continuum image and N 2 H 

+ (4-3) and
 2 D 

+ (1 1 , 0 -1 1 , 1 ) line cubes are available at https:// doi.org/ 10.5281/
enodo.12640479 . 
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PPENDI X  A :  EXAMPLES  O F  N  2 H  

+ ( 4 -3 )  
PECTRA  FITTED  WI TH  SCOUSEPY  

ig. A1 shows a sample of the N 2 H 

+ (4-3) spectra that are extracted
round the local peak in the integrated N 2 H 

+ emission to the north
f MM2 (i.e. location A in Fig. 3 ). The observed spectra are o v erlaid
ith the SCOUSEPY fits obtained following the procedures described

n Section 4.1 . 
 2 H 

+ emission to the north of MM2 (i.e. location A in Fig. 3 ). The observed 
mponents (blue), total best-fitting models (red), and residuals (green). Each 
pectrum extracted at location A is additionally labelled with ‘A’. 
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