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Abstract:  

 

Coordinated eye and hand movements are often performed when carrying out 

daily activities. When executed concurrently with the goal of pursuing the 

same slow-moving moving object, the resulting smooth pursuit eye 

movement is facilitated by the available limb efference and afference. This is 

particularly evident when retinal input from the moving object is temporarily 

unavailable (e.g., during a transient occlusion), with concurrent limb 

movement providing extra-retinal input to the oculomotor system. Studies 

have shown that several cortical areas are involved in the control of smooth 

pursuit eye movement, and that their activity is mediated by factors that 

influence predictability of the object trajectory. However, the study of brain 

activity and functional connectivity between cortical areas has been limited 

to simple pursuit tasks, typically performed with eyes alone. The aim of the 

current thesis was to examine the impact of concurrent upper limb movement 

on cortical activity and network organisation in tasks of varying complexity 

and cognitive demand, which thus have greater fidelity with pursuit tasks 

performed when interacting with a complex and dynamic environment. In 

Chapter 2, a series of experiments was conducted using the Gorilla.sc online 

testing platform to examine the behavioural effects of performing a secondary 

change-detection task (colour or form stimulus array) concurrently 

(experiments 1-3) or consecutively (experiment 4) with a primary spatial 

prediction motion task. The primary task was performed with eyes alone (i.e., 

ocular pursuit) or with eyes and concurrent right upper limb movement (i.e., 

oculo-manual pursuit) in order to determine the impact of afferent and 

efferent signals. In Chapter 3, a lab-based version of the dual-task pursuit 

protocol was conducted that included a combination of eye tracking (i.e., 

video-oculography) and neuroimaging (Near InfraRed Spectroscopy - NIRS) 

of prefrontal cortical activity. In Chapter 4 a second lab-based experiment 

examined cortical activity within a wider network using a 24 by 24 NIRS 

optode array during ocular and oculo-manual pursuit of sinusoidal object 

motion (0.1Hz). This was done in a pre-test and post-test, which were 

separated by an adaptation phase in which participants pursued a continuously 
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visible object in the oculo-manual condition. Across the two lab-based 

experiments, it was found that differences existed in cortical activity and 

network organisation between ocular and oculo-manual tracking, and that 

these were most evident in areas of prefrontal cortex. There was also evidence 

that smooth pursuit eye movement was facilitated by concurrent upper limb 

movement, although this was greater when the task involved pursuit of sine-

wave object motion (Chapter 4) compared to step-ramp motion (Chapter 3). 

These results bring new insight to understanding the cortical basis of oculo-

manual facilitation during smooth pursuit eye movement, and could provide 

a basis for future study of populations with acute and chronic neurological 

conditions, who exhibit changes in cognitive and/or oculomotor function. 



Ȅƛƛ 
 

Declaration  

I, Lenaic Borot, declare that no portion of the work referred to in the thesis 

has been submitted in support of an application for another degree or 

qualification of this or any other university or other institute of learning. 

 

I, Lenaic Borot, hereby declare that this PhD thesis includes an original 

publication that has not been submitted for any other degree or qualification:  

Borot, L., Ogden, R., & Bennett, S. J. (2024). Prefrontal cortex activity and 

functional organisation in dual-task ocular pursuit is affected by concurrent 

upper limb movement. Scientific Reports, 14(1), 9996. 

 

This project was funded by the Doctoral Training Alliance (DTA) Applied 

Biosciences for Health programme, which is supported by Horizon 2020 

Marie Curie-Skğodowska Action funding. 

 

 

 



Ȅƛƛƛ 
 

Acknowledgments 

I would like to thank first my supervision team, Professor Simon Bennett and 

Professor Ruth Ogden for their expertise and support, without which this PhD 

would not have been possible. Simon, from the biggening of this journey, 

when I arrived in Liverpool, a little lost in this new country, until the end of 

this 4 year-long work, you were just amazing. I have been very lucky to have 

a supervisor like you. 

I also would like to thank my jury members, because you have turned an 

experience that I really apprehended, the viva, into a positive moment and a 

good memory. A huge thank you for that. 

Thanks as well to the Doctoral Training Alliance (DTA) Applied Biosciences 

for Health programme, which is supported by Horizon 2020 Marie Curie-

Sklodowska Action funding, for funding this project and without whom 

nothing would have been possible. 

Je tiens aussi ¨ remercier mes amis de Liverpool et dôailleurs pour leur soutien 

ind®fectible, pour toutes ces discussions, tous ces moments pass®s ensemble, 

certains s®rieux et dôautres beaucoup moins, mais qui ont toujours r®ussi ¨ me 

remonter le moral quand il le fallait. 

Je tiens ¨ remercier aussi mon ancien laboratoire de recherche, Euromov, ou 

jôai toujours ®t® accueillie les bras ouverts lors de mes s®jours ¨ Montpellier. 

Merci aussi ¨ ma famille qui, malgr® la distance qui nous a s®par®s durant ces 

ann®es de PhD, môa toujours accompagn®e dans mes pens®es, et môa toujours 

soutenue.  

Pour finir je tiens ¨ te remercier toi, Gr®goire. Il nôy a pas assez de mots pour 

d®crire tout ce que tu môas apport® durant cette longue route quôest le PhD et 

plus globalement durant toutes ces ann®es depuis que nous nous connaissons.   

 

 



мп 
 

Chapter 1: General Introduction 
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1.1 General background 

In our daily lives, we are constantly interacting with a complex and 

dynamic environment comprising of people, objects and surfaces that can 

each move within the field of view. In order to perform simple actions such 

as eating, walking, climbing stairs, or more complex actions such as cycling 

or driving in the city centre, it is important to perceive accurate and reliable 

information about our relationship with the visual scene. Due to the 

physiology of the human eye and the associated neural pathways to the visual 

cortex and beyond, the location of eye gaze impacts upon the perception of 

the required information. For example, rod photoreceptor cells of the 

peripheral retina, which project to the parietal cortex via the magnocellular 

layers of the lateral geniculate nucleus (LGN), are sensitive to low-spatial, 

high-temporal frequency inputs that are typically associated with the 

perception of visual motion stimuli. Conversely, cone photoreceptor cells 

within the fovea of the retina, which project to the temporal cortex via the 

parvocellular layers of the LGN, are primarily sensitive to high-spatial, low-

temporal frequency inputs that support perception of high acuity visual 

information (Merigan et al., 1991). Accordingly, stabilising (i.e., Vestibulo-

Ocular Reflex or Optokinetic Nystagmus) or orienting (e.g., saccade, smooth 

pursuit or vergence) eye gaze on an object of interest (e.g., a coffee cup) is 

necessary to enable an individual to perceive characteristics such as shape, 

form and colour through foveal vision, while at the same time perceiving the 

motion of another object (e.g., the limb as it approaches a coffee cup) through 

peripheral vision: for a description of the different stabilising and orienting 

eye movements (see Box 1). Studies using microstimulation, neuroimaging 

or targeted lesions have identified several cortical areas involved in the 

control of gaze orienting eye movements (for a review see Krauzlis, 2004; 

Lencer et al., 2019), as well as how these are influenced by a transient loss of 

vision of an object of interest, such as if it were occluded (Lencer et al., 2004; 

Nagel et al., 2006). In addition, behavioural (Vercher et al., 1997) studies 

have shown that gaze orientation can be facilitated by extra-retinal input from 

concurrent upper limb movement, which can offset the loss of drive from 
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visual input when the object is occluded (Gauthier & Hofferer, 1976). 

However, only very recently have researchers started to examine the 

functional connectivity between these cortical areas, and to date only when 

performing simple ocular pursuit compared to fixation tasks (Schrºder et al., 

2020).  

 

Box 1: Eye Movement (Pouget, 2019; Lencer et al., 2019)  

¶ Saccades: are rapid and brief eye movements allowing to abruptly 

change the fixation point. Saccades can be elicited voluntarily, but 

also occur reflexively to the sudden appearance of an object whenever 

the eyes are open, even when fixated on an object. 

¶ Vergence: makes it possible to direct the fovea of each eye towards a 

single object of interest, thus facilitating binocular fusion and the 

perception of depth. This requires moving the eyes in opposite (i.e., 

disconjugate) directions. 

¶ Smooth pursuit eye movements: are rather slow eye tracking 

movements allowing to keep an object moving on the fovea. These 

movements are under voluntary control. 

¶ Vestibulo-ocular reflex: stabilise the eyes in relation to the outside 

world, allowing accurate compensation for head movements, 

particularly during locomotion, and thus enabling precise vision to be 

maintained. 

¶ Optokinetic Nystagmus: are slow compensatory eye movement to 

stabilise the gaze when large environmental models move in relation 

to the eyes. 

¶ Fixation: This is not strictly considered as a type of eye movement. It 

is a period during which the eye remains relatively motionless (i.e., 

eye stationary interspersed with microsaccades), allowing extraction 

of detailed information around the point of fixation.  
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Therefore, the overall aim of the current thesis is to extend understanding of 

functional organisation in oculo-manual pursuit tasks that vary in complexity 

and cognitive demand, and thus have greater fidelity with everyday tasks 

requiring coordination between gaze orientation and upper limb movement. 

To this end, the following sections in this chapter will provide a general 

background on smooth pursuit eye movement, the role of cognitive processes 

such as working memory and attention, possible brain regions involved in 

smooth pursuit and how these may be measured and modelled, followed by 

an overview of work on facilitation of smooth pursuit by concurrent upper 

limb movement. A rationale is then provided that links each of the subsequent 

chapters and gives a brief description of the work conducted. 

 

1.2 Smooth pursuit eye movement 

While the stabilisation of eye movements is required to compensate 

for head movements when interacting with fixed objects in our surrounds, it 

is often necessary to voluntarily maintain one's gaze on moving objects. In 

the absence of head movement, this is done primarily through smooth pursuit 

eye movements (SPEM), which attempt to match eye speed to object speed, 

thus maintaining the retinal image of the moving object in the foveal zone 

(Lencer & Trillenberg, 2008). If there is a sufficient mismatch in velocity 

between the eye and object, the visual system perceives the resulting 

positional and velocity error (de Brouwer et al., 2002) and realigns the eye 

with very rapid saccadic movements (i.e., catch-up saccades). This same 

velocity error signal, traditionally known as retinal slip, was once thought to 

be the main driver of both the amplitude and timing of SPEM. However, such 

a simple control model would be limited by the neural delay in processing the 

velocity error signal, as well as the small fluctuations that occur continuously 

during SPEM. As a result, it is now well accepted that extra-retinal input also 

makes an important contribution during the two distinct phases of SPEM: 

initiation and maintenance. 
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In situations where the movement of the object cannot be anticipated (i.e., 

time of appearance) and/or predicted (i.e., velocity), initiation corresponds to 

the first 50 to 100ms after the object moves and is an open-loop control 

process in which SPEM is driven by the velocity error signal (Lencer et al., 

2019). However, if participants have an expectation about the imminent 

movement of the object, whether based on previous experience (Barnes, 

2008) or external cues (Jarrett & Barnes, 2005), they will voluntarily generate 

SPEM based on extra-retinal input. After an additional 100-150ms, the 

initiation phase gives way to the maintenance phase, during which SPEM is 

driven by a combination of extra-retinal and retinal inputs (Lencer et al., 

2019). As well as maintaining gain near unity during this phase, extra-retinal 

input, such as an internal representation formed from experiencing a previous 

trajectory, enables participants to predict a change direction of SPEM in 

accord with cues in the environment (Kowler, 1989, Dallos & Jones, 1963; 

Barnes, 2008), and to cope with the loss of retinal input when the pursuit 

object is transiently occluded by another surface/object (Bennett & Barnes, 

2003). In the latter situation, SPEM decays rapidly following object occlusion 

(Becker & Fuchs, 1985), but is maintained at a reduced gain if participants 

try to pursue an imagined moving object (Pola & Wyatt, 1997) or if the object 

is expected to reappear (Bennett & Barnes, 2003; 2004; see Figure 1.1). There 

is also a saccadic response that works in combination with reduced gain 

SPEM in order to locate the eyes close to the unseen position of the occluded 

object (Orban de Xivry et al., 2006). However, depending on the length of 

time for which the moving object is not visible, it inevitably follows that there 

will be a velocity error when the object reappears. Importantly, this error can 

be reduced through an anticipatory and predictive increase in eye velocity 

towards the object velocity to coincide with the time of object reappearance.  
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Figure 1.1: Representation of eye velocity during pursuit of a momentarily occluded 

object (copied with permission from Bennett, S. J., & Barnes, G. R. (2003). Human 

ocular pursuit during the transient disappearance of a visual target. Journal of 

Neurophysiology, 90(4), 2504-2520. Figure page 2510). The black line represents 

eye velocity during pursuit with a random occlusion duration. Grey line represents 

eye velocity during pursuit with a blocked occlusion duration. In comparison, the 

green line represents eye velocity when the object remains visible, and the magenta 

line represents eye velocity when the object is not expected to reappear after 

occlusion.  

 

The SPEM control system can be studied using sinusoidal stimuli. This type 

of stimulus makes it possible to demonstrate that SPEM is not solely 

controlled by a linear feedback system. Indeed, if the system was purely 

linear, the periodic stimuli would always induce an oculomotor response that 

is sinusoidal and corresponds closely to the stimulus in terms of magnitude 

(or gain) and temporal characteristics (or phase). Although this phenomenon 

occurs when the stimulus is of low frequency (<0.4Hz), at higher frequencies 

there is an increased phase delay. Importantly, this is lower than the expected 

phase delay duration for a linear feedback system (Barnes, 2008). This may 

be explained by the inclusion of a predictive mechanism, which would form 

in the early cycle(s) of the ocular response. Another model using eye velocity 

and acceleration as an input regulating gain and phase lag during smooth 

pursuit has also been proposed (see Krauzlis & Lisberger, (1989). This extra-
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retinal input was traditionally conceived as an efferent copy of the oculomotor 

command (Robinson et al., 1986), but it is now widely accepted that factors 

such as expectation, attention and memory must also be taken into account 

(see Barnes, 2008 for a model and Figure 1.2). 

 

 

Figure 1.2: Model of ocular pursuit (copied with permission from Bennett, S. J., & 

Barnes, G. R. (2004). Predictive smooth ocular pursuit during the transient 

disappearance of a visual target. Journal of neurophysiology, 92(1), 578-590. 

Figure page 587). This model includes extra-retinal input from a direct or indirect 

(predictive) loop (within the grey dashed line). If the participant has no expectation 

of the future object motion (e.g. no prediction), the indirect loop is activated. 

Conversely, if there is prediction, the indirect loop is activated, which engages the 

use of a short-term memory (MEM) of previous events (expectation, experience and 

attention). The indirect loop allows for a longer storage of velocity information and 

can be used to anticipate the movement of the object (i.e., in the absence of retinal 

input). The direct loop simply maintains eye velocity, although at less than unity gain 

in absence of retinal input. Indeed, when an object is occluded, a conflict detector 

(CD) temporarily reducing the gain ɓ. When the object becomes visible again, the 

gain ɓ is reinstated thus enabling eye velocity to increase back to pre-occlusion levels 

(see Figure 1.1). The input to both direct and indirect loop comes from a copy of the 

visuomotor drive signal (vmd). K = open-loop gain, and internal dynamics are 

controlled by low pass filters (time constant 100ï150ms).  
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1.3 Smooth pursuit, attention and working 

memory  

As described above, to maintain an object of interest moving in a 

fronto-parallel plane in foveal vision, participants exhibit a combination of 

SPEM and catch-up saccades. This oculomotor response facilitates the 

perception of object characteristics such as shape and texture, and 

concurrently enables covert visual attention to be directed to low acuity input 

in the peripheral visual field on the layout, motion, and colour of surrounding 

objects. Interestingly, although it is well accepted that greater attentional 

resource is allocated to a pursuit object than background objects (Khurana & 

Kowler, 1987), thus enhancing gain by reducing the impact of an optokinetic 

effect, there has been much debate about exactly where and how (i.e., spatial 

extent) covert attention is located during SPEM, and whether it impacts upon 

performance of SPEM per se. 

Based on the assumption that the control of SPEM requires expectation about 

a moving objectôs future trajectory, Lovejoy et al., (2009) examined the 

hypothesis that covert attention should be located ahead of a moving objectôs 

current (i.e., veridical) location (see Tanaka et al., 1998; van Donkelaar & 

Drew, 2002). Using a letter discrimination task, it was found that performance 

was more accurate when the probe stimulus (i.e., number 3 or letter E) was 

presented at a location coincident with the cue (e.g., pursuit object). 

Specifically, performance accuracy deteriorated when the probe was 

presented at Ñ0.6deg of the cue and was not significantly different from 

chance when the probe was presented at Ñ1.2deg of the cue. Analysis of eye 

movements indicated that overt attention (i.e., gaze location) was close to the 

cue (average offset of 0.24deg for 16deg/s ramp), and that variations in the 

magnitude of offset did not influence discrimination performance. The 

authors suggested that previous evidence for covert attention being located 

ahead of the pursuit object was most likely due to conditions that created 

attentional capture following the abrupt onset in motion or luminance of a 

probe stimulus (e.g., sudden appearance of a saccade target during smooth 

pursuit of a moving object). The finding that covert attention is coincident 



нн 
 

with a pursuit object in the letter discrimination task was replicated by 

Watamaniuk & Heinen, (2015). In addition, when the stimulus array formed 

the shape of a plus sign, it was found that the spatial extent of covert attention 

was dependent on the spacing between characters, as well the total number of 

characters. For example, with stimulus arrays of the same maximum 

eccentricity (4deg), discrimination performance deteriorated from 

approximately 80% to 60% with an increase from 5 to 9 characters. It was 

suggested that these effects were not caused by crowding between characters, 

which were separated by at least 2deg, and instead were related to limits in 

serial processing within the 200ms probe presentation. Importantly, though, 

discrimination performance of 60-80% was well above chance, thus 

indicating that covert attention during pursuit has a symmetrical spatial extent 

of at least 4deg relative to gaze location.  

To reconcile these equivocal findings, it has been suggested that by default 

covert attention is located slightly ahead (1.5deg) of a pursuit object (for a 

novel EEG tagging method see Chen et al., 2017), but can be flexibly 

allocated to different eccentric locations when this offers a potential 

advantage (see also Heinen et al., 2011). Watamaniuk & Heinen, (2015) found 

that this flexible allocation of covert attention task did not impair SPEM even 

at the most difficult level of their secondary identification task. In addition, 

there was no difference in performance of the identification task between 

pursuit and fixation conditions, thus indicating that pursuit did not require 

additional attentional resource. In fact, SPEM was enhanced (i.e., higher 

steady-state gain and fewer catch-up saccades) compared to a control 

condition in which participants pursued a single moving object. The authors 

suggested that this could simply have been a result of participants trying 

harder, or that performing the identification task was facilitated by 

maintaining gaze at the centre of the stimulus array, which thereby led to 

enhanced SPEM. The latter explanation is consistent with the finding that 

pursuit of a large stimulus comprising several individual elements requires 

less attention than pursuit of a single small object (Heinen et al., 2011), which 

then frees-up attention for the performance of secondary tasks (Jin et al., 

2013; 2014). 
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Others, however, have found interference between SPEM and performance of 

a secondary working memory task requiring covert attention (Kerzel & 

Ziegler, 2005; Yue et al., 2017). Across a series of studies, Kerzel & Ziegler, 

(2005) found that visual short-term memory (VSTM) capacity (i.e., ability to 

identify change in spatial layout between a memory and probe array 

comprising 3, 6 or 12 elements with an overall size of 17deg wide x 20.4deg 

high) was consistently worse in conditions involving pursuit than fixation. 

The deleterious effect of SPEM on VSTM was no longer present when the 

stimulus array was maintained in foveal vision (1deg wide x 1deg high), or 

when the secondary task involved identification of a change in colour rather 

than spatial layout of elements in the stimulus array. The authors concluded 

that SPEM requires attentional resource in order to monitor differences 

between the fovea and pursuit object, and that this limits availability of covert 

attention to concurrently process and encode into VSTM the spatial layout of 

elements in peripheral vision. The finding of no such limitation for colour 

elements (n = 8), even though they spanned the same extent as the spatial 

stimulus array, was suggested to be a result of covert attention for processing 

colour elements being unrelated to attention directed to pursuit of the moving 

object, and thus not causing any conflict when encoding and storing the 

elements in VTSM (i.e., processing across different attentional dimensions). 

Although Kerzel & Ziegler, (2005) found no effect of SPEM on colour VSTM 

(i.e., synonymous with colour working memory), evidence of a mutual 

interference has been reported by Yue et al., (2017). In their change-detection 

task, colour working memory was impaired when participants performed 

SPEM compared to fixation in the cue-probe interval, whereas SPEM was 

impaired when participants performed pursuit plus the colour working 

memory task vs pursuit alone. The authors proposed that the interference 

between SPEM and colour change detection task in their study could be the 

result of competition for resources processed in a fronto-parietal network. 

Indeed, the fronto-parietal network (FPN), which includes dorsolateral PFC 

(BA 9/46), pre-motor cortex (BA 6), the supramarginal gyrus (BA 40) and 

posterior parietal cortex, is suggested to have a central role in cognitive 
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functions such as working memory (Menon & DôEsposito, 2022), which is 

known to be involved in SPEM.  

 

1.4 Brain involvement in SPEM 

Neuroimaging research and studies in people with brain lesions, 

highlights several cortical areas involved in SPEM that seem to have a 

functional architecture very similar to that of the saccadic system (for a 

detailed review see Krauzlis, 2004; Lencer et al., 2019). These are discussed 

below, although an exhaustive account of all cortical and sub-cortical areas is 

not provided as this falls outside the scope of the current thesis. In addition, 

neuroimaging of adult humans performing SPEM has typically involved 

fMRI, which provides an indirect indication of neural activity based on 

neurovascular coupling. 

 

 

Figure 1.3: Hypothetical scheme for the smooth pursuit network (inspired by 

Krauzlis, 2004, Lencer & Trillenberg, 2008 and Lencer et al., 2019). Visual cortex 

(VC) projects to visual area V5 (MT and MST) and seems to be involved during 

visual motion processing. From there, signals are transmitted to the posterior 

parietal cortex (PPC) for sensorimotor transformation and to frontal areas (FEF). 

Further frontal smooth pursuit regions in humans involve the supplementary eye 

field (SEF) and dorsolateral prefrontal cortex (DLPFC), which together are involved 

in higher cognitive control and cortical motor command.  
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Visual cortex to V5/V5a ï MT/MST 

The processing of image motion involves the primary visual cortex (V1), 

which projects directly and indirectly to the human extra-striate visual area 

V5/V5a. In the primate cortex, V5/V5a corresponds to the middle temporal 

visual area (MT, assumed to correspond to Brodmann area 19, 37 and 39 in 

human cortex) and the medial superior temporal visual area (MST, assumed 

to be in occipito-temporal-parietal junction adjacent to MT in human), which 

share strong projections (Lencer et al., 2019). Barton et al., (1996), who 

studied brain activity by fMRI showed a greater signal intensity in the lateral 

occipito-temporal cortex during pursuit of the moving object than during a 

motion perception task (e.g. fixed eyes, unattended task), however this 

difference is reduced when participants had to carry out motion perception 

task while they were asked to count the number of times a marker stripe 

appeared (e.g., attended task). The authors suggest that the lateral occipito-

temporal cortex receives extra-retinal signals during SPEM including 

potentially attentional input, corollary eye movement information or pursuit 

command. The authors also proposed that the presence of extra-retinal signals 

suggest that the lateral occipito-temporal cortex may contain a human 

counterpart of MT, as well as MST (Barton et al., 1996). However, while MT 

seems to encode the first-order elements of movement (i.e., speed, direction, 

acceleration), MST appears to have higher-order movement processing 

capabilities (Lencer et al., 2019). For example, Ilg & Thier, (2003) 

demonstrated a dissociation between MT and MST in an eye tracking task 

involving visual and non-visual stimuli (e.g., imaginary object). In fact, 

unlike MT, MST seems to respond to non-visual stimulus presentation, 

implying it receives extra-retinal inputs. In addition, MT lesions produce 

deficits in the initiation of SPEM, while MST lesions appear to produce 

particularly pronounced directional deficits. These results highlight a general 

distinction between the two cortical areas. MT is thought to be more widely 

involved in initiating SPEM, while MST is thought to be more important in 

maintaining SPEM (Krauzlis, 2004). These visual areas also appear to receive 

extra-retinal input from other cortical areas such as FEF and IPS (Figure 1.3). 
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Posterior Parietal Cortex (PPC) 

V5/V5a neurons (equivalent to MT and MST in human) project visual 

information about moving objects for perceptual analysis to the intraparietal 

sulcus (IPS) of the posterior parietal cortex (PPC) and frontal areas (FEF). In 

general, the PPC is involved in shifting attention during eye movement tasks, 

including the maintenance of foveal fixation (Lencer et al., 2019), either by 

saccades or SPEM. Indeed, Tian & Lynch, (1996) described how separate 

subregions of the FEF areas associated with saccades and SPEM (see below) 

receive inputs from adjacent and non-overlapping sub-regions of lateral 

intraparietal area (LIP) of PPC. A similar functional organisation of the 

human and monkey IPS was described by Konen & Kastner, (2008). 

Specifically, the authors showed that the human PPC contains six 

topographically organised zones along the intraparietal sulcus (IPS1-IPS5) 

and the superior parietal lobule 1 (SPL1). Consistent with the functional 

organisation of monkey PPC, there was shift in eye movement representation 

along the IPS, with a greater preference for saccades in SPL1 and SPEM in 

the IPS5. This seems to be confirmed by the study of eye tracking in patients 

with a lesion in the right PPC, who show a bidirectional deficiency of SPEM 

with lower gain than healthy subjects in both horizontal directions (Heide et 

al., 1996). Activity in the PPC, particularly at the IPS has often been related 

to saccade planning, but it also appears to be related to saccade suppression 

during SPEM, as well as in the representation of eye position as part of the 

extra-retinal mechanism (e.g. efference copy) (Nagel et al., 2006; Lencer et 

al., 2019). Indeed, this suggestion seems to be consistent with Lencer et al., 

(2004) who also show the role of PPC in SPEM maintenance during 

occlusion. Specifically, there was an increased BOLD response in SPL, and 

IPS during pursuit with object occlusion compared to continuous object 

presentation. Also, while not activated in smooth pursuit of a continuously 

presented object, they found that the supramarginal gyrus seemed to be 

involved in control of SPEM when the object is occluded. 
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Frontal Eye Field (FEF) and supplementary eye field (SEF) 

The frontal eye field region (FEF) is well known to be the main cortical region 

involved in control of initiation and maintenance of SPEM (Krauzlis, 2004). 

This can be seen in the work of Heide et al., (1996), who showed greater 

directional deficits of SPEM in patients with lesions in the right FEF. This 

was particularly evident for SPEM in the right direction, which had a low gain 

with frequent interruptions by catch-up saccades. Moreover, this phenomenon 

was more pronounced with predictable periodic stimuli, thus indicating that 

predictive gain of SPEM was more sensitive to damage induced by FEF 

lesions. Interestingly, it has also been shown that while the command 

generated by FEF contributes to maintenance of SPEM, it has a greater impact 

on initiation and prediction (Lencer et al., 2019). Fukushima et al., (2002) 

studied the activity of FEF by registering individual units in monkeys during 

an object occlusion pursuit task. Their results show that several FEF neurons 

are involved in the prediction of object trajectories. However, other frontal 

regions, namely the supplementary eye field (SEF), which is located in the 

dorsal medial frontal lobe in close proximity to the supplementary motor area 

(SMA), and has connections with FEF, seems to be involved in immediate 

motor planning and prediction (Lencer et al., 2019). Heinen, (1995) have 

studied the activity of SEF neurons (e.g. dorsal medial frontal lobe) in 

monkey during pursuit. Their results show that SEF neurons show some 

preference for pursuit direction and can maintain their activity in the absence 

of a visual object, indicating that their responses are influenced by both retinal 

and extra-retinal inputs. For example, in a study by Shichinohe et al., (2009) 

who trained macaques to perform a SPEM task based on memory and 

decision making (e.g., go, no-go task), it was found that SEF was involved in 

signal and memory coding of the visual direction of movement, the decision 

whether or not to track the object and the preparation of the movement.  

 

Prefrontal cortex 

The PFC is associated with working memory and is suggested to be involved 

in higher-order control of SPEM pursuit, such as short-term learning of 
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sequences (Burke & Barnes, 2008) and predicting the onset and trajectory of 

a moving object during transient blanking/occlusion (Lencer et al., 2019; 

Bennett & Barnes, 2004). There is evidence that DLPFC provides extra-

retinal input related to prediction in SPEM, especially when the object is 

occluded. Indeed, Nagel et al., (2006) suggested that predictive processes 

operating in DLPFC provide extra-retinal input, and that the DLPFC appears 

to be involved in compensatory mechanisms when the speed of SPEM 

decreases. This was particularly evident during maintenance of SPEM in the 

absence of a visual object. Indeed, Ding et al., 2009 also reported an increased 

activity in DLPFC during a task requiring tracking and predicting the location 

of an occluded moving object compared to a task where the object was always 

visible. This is consistent with neurophysiological and neuroimaging studies 

that have highlighted the involvement of DLPFC in higher order cognitive 

processes. Indeed, DLPFC is well known to be part of the fronto-parietal 

network known to play an important role in working memory (Menon & 

DôEsposito, 2022). Another part of PFC, the medial PFC (BA10) is also 

suggested to be involved in in cognitive processes. More specifically, 

Mansouri et al., (2017) and Koechlin et al., (1999) suggest that this area is 

acting in cognitive branching and would be involved when itôs required to 

keep information in order to maintain the goal of a primary or main task while 

allocating simultaneously attention to perform a secondary task goal. 

 

Functional connectivity in SPEM 

Schrºder et al., (2020) studied, using fMRI, the functional connectivity in 

vivo of human brain areas known to be activated in SPEM with different 

object frequencies compared to a fixation task. Their results showed a task-

dependent functional connectivity (fixation vs. SPEM) involving visual, 

frontal and parietal regions. However, a higher object frequency, although 

leading to a deterioration in performance, did not seem to influence functional 

connectivity. Ding et al., (2009) also studied the changes in functional link 

between cortical areas involved in pursuit of a continuously presented object 

and when the object was momentarily occluded. Their results show that the 
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correlation between cortical areas is modified with occlusion. More precisely, 

during SPEM of a continuously visible moving object there a strong 

correlation between the bilateral FEF and DLPFC. Conversely, SPEM in a 

condition with a momentary occlusion of the object resulted in a strong 

connectivity between left and right FEF and left and right DLPFC, as well as 

strong connectivity in the right hemisphere between DLPFC and FEF 

compared to the left hemisphere. 

As mentioned above, several brain networks involving PFC, as well as other 

cortical areas that are part of the SPEM network, are known to be involved in 

cognitive control and executive function (Menon & DôEsposito, 2022). As 

reported previously, some cortical regions tend to show a higher activation 

during SPEM of an occluded object (Lencer et al., 2004; Nagel et al., 2006), 

which is a more attention-demanding task requiring working memory to 

represent the unseen object trajectory. While the strength of the functional 

link between two cortical areas can help identify the SPEM brain network, to 

understand fully the relationship between those cortical areas, it is necessary 

to determine the pattern of connections between multiple cortical areas 

(network topology). Changes in network topology can be investigated using 

Graph theory metrics, calculated and compared between rest and performance 

of motor or cognitive tasks as developed in the following paragraph.  

 

1.5 Activation, connectivity and topology 

As detailed above, human brain activity during SPEM has been 

studied in terms of the function served by a specific region, or how several 

regions may be involved concurrently. These two approaches are different but 

complementary (Horien et al., 2020). One of the first interests in 

neurosciences was to identify the cerebral area involved in a specific 

cognitive or behavioural function. This approach was based on the 

assumption that a function was localized in a specific region of the brain (e.g. 

localizationism) and originated from Gallôs phrenology, which argued that 

mental faculties were localised in a specific brain region and that this region 

could be identified in relation to the bumps on the skull. Later, in the 1900s 
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(e.g. work on brain parcellation by Brodmann in 1909), a major scientific 

contribution helped to map distinct regions of the brain and assign them 

specific functions. For example, Broca in 1861, associated the inability to 

articulate words to a lesion of the left frontal lobe. This was followed by 

Wernickeôs work in 1873, which associated damage to the left posterior 

superior temporal gyrus with a deficit in language comprehension (Nasios et 

al., 2019). Latter evidence started to show that several brain areas could be 

activated for the same cognitive or behavioural function. Building on this 

early pioneering work, the advent of modern brain imaging techniques has 

resulted in huge advances in understanding. Functional activation of the brain 

regions involved in the performance of a task relative to a baseline can now 

be quantified with varying temporal and spatial precision by the change in 

BOLD signal for magnetic resonance imaging (fMRI), electrical activity for 

electroencephalography, or oxy-haemoglobin (O2Hb) concentration 

combined with a concomitant decrease in deoxy-haemoglobin (HHb) 

concentration for near infrared spectroscopy (fNIRS).  

Importantly, however, a relative change in activation of brain regions does not 

provide information on the nature of the links and (statistical) dependence 

between these different regions. Indeed, two brain regions may be activated 

during the task but not be statistically linked/dependent on each other (the 

reverse may also be true). It is therefore becoming increasingly evident that 

functional brain networks are necessary to understand simple behaviours, as 

well as those involving higher cognitive function (Reijneveld et al., 2007). 

Wernicke and Brodmann were aware of the importance of connectivity and 

networks in the understanding of brain function (Fornito et al., 2016), but did 

not have the neuroimaging methods available to measure and visualize brain 

organization. With the growth in the science of networks and technological 

improvement of neuroimaging methods, the study of brain functional 

networks has become an important focus of neuroscience in the twenty-first 

century (Fornito et al., 2016). In addition, methods such as DTI (diffusion 

tension imaging) have provided better understanding of the white matter 

composition and thus how this provides the means for structural connectivity 

between different parts of the brain. Together, this has resulted in researchers 
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studying the communication between brain areas and how this 

communication can contribute to a specific cognitive or behavioural function. 

An important concept was that communication between different brain areas 

may play an important role in a cognitive/behavioural function, even if those 

areas were not activated in the traditional sense (Ito et al., 2020). 

A seminal study reported by Biswal et al., (1995), recorded participants brain 

activity while they performed a task (finger tapping) and during rest. 

Surprisingly, while Biswal et al., aimed to find a method to remove the 

physiological noise in the signal (cardiac rhythm, respiration), they 

discovered that even after having remove this noise in the rest condition time 

series, a functional pattern was still present in the data. Specifically, after 

having defined a seed region in left motor cortex, they obtained a strong 

correlation between bilateral motor cortices, and not a random correlation that 

would be expected if the rest condition resulted in no ñstructuredò signal 

fluctuations (Lowe, 2010). This result suggested that bilateral motor cortices 

have a functional activity even at rest and paved the way for researchers to 

study the resting state functional connectivity between other bilateral cortical 

areas, as well as inter-hemispheric and intra-hemispheric connectivity 

between multiple cortical areas. 

Brain connectivity can be defined from a primary point of view by the link 

between neurons (i.e., structural connectivity via white matter tracts), and can 

be investigated globally via diffusion tensor imaging (DTI). However, 

estimating the location and role of these connections does not answer the 

question of how they are involved in the task. Accordingly, other methods of 

analysis have been developed, such as effective connectivity and functional 

connectivity. The former is linked to structural connectivity but is based on 

strong a priori hypotheses and models of causal interactions between neural 

nodes (i.e., channels for fNIRS systems which correspond to the measurement 

zone comprised between the source and detector optodes). Functional 

connectivity (fMRI, EEG, fNIRS) reflects the statistical dependence between 

two or more time series associated with neural nodes. To date, there has been 

a focus on resting state connectivity, which has resulted in the identification 

of several intrinsic brain networks (Seitzman et al., 2019; Van Den Heuvel & 
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Pol, 2010), such as the default mode network, FPN, DAN, visual network and 

more. Another important reason for measuring resting state functional 

connectivity is the possibility to study both task positive and negative 

networks, as well as their coordination. Impaired task positive and negative 

network organisation has been reported in specific populations (Liu et al., 

2012; Mills et al., 2018), as well as being used to study brain activity of people 

with altered motor or cognitive function without having to complete cognitive 

or motor tasks.  

To date, there are many methods to quantify functional connectivity, with the 

choice depending on the underlying research question. In a very simple way, 

one can imagine brain activity in two nodes being represented by perfect 

sinusoids, which are then analysed to determine what characterises the 

statistical link between these two time series. In this example, the link can be 

understood in terms of measures such as phase locking (i.e., in phase and 

antiphase), amplitude difference, correlation, and coherence (for a review see 

Bastos & Schoffelen, 2016). These methods are also dependent on the domain 

in which they are located (time domain, frequency domain or both). Network 

organisation can be understood as a compromise between two properties: 

functional integration and segregation (Sporns, 2013; see Figure 1.4). 

Segregation refers to clustered communities of nodes that are highly 

connected (functional coupling) with each other and support functional 

specialisation but have little connection with other communities. Integration 

refers to a globally strong functional coupling (information sharing) of a 

network, including within and between communities (Sporns, 2013). Because 

of its intrinsic organisation, the brain is considered to be the complex system 

"par excellence" (Sporns et al., 2004). This complex spatial organisation of 

the brain enables an economical network organisation (locally and globally 

efficient), which is neither completely lattice nor completely random, thus 

reflecting a compromise between efficient information transfer and low cost 

(Achard & Bullmore, 2007). Indeed, a completely lattice like brain network 

will have a low-cost in terms of supporting connection but does not favour 

efficiency in term of integration of information processing. Conversely, a 

random organisation will favour efficiency with more long-distance 
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connections, but this will also lead to a high-cost network organisation 

(Bullmore & Sporns, 2012). It has been suggested that task demands can 

result in oscillations between more lattice (more segregated) or random (more 

integrated) network organisation (Fornito et al., 2016; Cohen & DôEsposito, 

2016). For example, increased cognitive demand would lead to a more 

globally efficient brain organisation and less clustered network, with more 

long-distance connections between brain regions, leading to efficient transfer 

of information but less economical network organisation. Conversely, a return 

to low cognitive task demand would be associated with a less globally 

efficient but more locally efficient (clustered) organisation, which has a more 

economical network organisation. Importantly, the authors also highlighted 

that these changes in network organisation are related to task performance. 

The implication is that brain network organisation, conceived as a balance 

between integration and segregation, is adaptively modified as a function of 

task demand (Cohen & DôEsposito, 2016). 

 

 

Figure 1.4: Schematic curve of integration and segregation (Wang et al., 2021), 

where optimal functioning (complex network organisation, Lord et al., 2017) occurs 

between the grey lines and corresponds to a brain network that is neither completely 

lattice (left part of the curve with high segregation and low integration) nor 

completely random (right part of the curve with high integration and low 

segregation. 
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A property of a network, like topology or information transfer, can be studied 

using Graph Theory (for common properties of Graphs see Box 2). This 

method originated from the mathematical work of Euler in the 1700ôs, whose 

theorizing about ñthe bridges of Konigsbergò problem involved trying to find 

a walking path that crossed all seven bridges on the two sides of the river 

Pregel, but only a single time. By representing the problem as an abstract 

network (e.g. a Graph), Euler was able to prove that the problem cannot be 

resolved (Reijneveld et al., 2007; Sporns, 2016). Moreover, he showed that 

the exact positions of the seven bridges (i.e., size and distance from each 

other) was not the key information, and instead that it was necessary to 

understand their topology (i.e., which bridges connect to which islands or 

riverbanks). The non-reliance on exact geometry in Graph theory has made it 

a widely used tool for studying brain network organisation. Indeed, a brain 

graph can be constructed from connectivity matrices (correlation between 

time series from two brain regions), where each brain region is a node 

(channel for fNIRS) and the correlation value between each node is an edge 

(see box 2 and Figure 1.5) (Fornito et al., 2016). From a brain graph, 

characteristics of the network topology such as for example local and global 

efficiency can then be extracted. 
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Box 2: Graphs properties (Sporns, 2016; Rubinov & Sporns, 2010; Fornito et 

al., 2016)  

¶ Node: neurones, brain regions (e.g. channels for fNIRS) (Figure 1.5C) 

 

¶ Edges: connection, pathway between nodes (e.g. functional link) 

(Figure 1.5C) 

 

¶ Path: sequences of linked nodes that visit a node only ones. 

 

¶  Shortest path length: reflects the minimal number of links that have 

to be crossed to go from one node to another. 

 

¶ Global efficiency: the average of inverse shortest path lengths in the 

network. Reflect the efficiency of information exchange in the 

network. Measure of network integration (Figure 1.5). 

 

¶ Local efficiency: the global efficiency computed on node 

neighbourhoods. Reflect the integration between the neighbour of a 

node when this node and edges are removed. Measure of network 

segregation (Figure 1.5). 
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Figure 1.5: A) Example of two unweighted symmetrical connectivity matrices 

generated using matlab comprising (black = 0: no connections; white = 1: 

connection exists) 18 nodes with an edge density of 16 (top) and 17 (bottom). The 

matrices comprised different connections but were generated in order to set an 

identical local efficiency of node 1 in the top and the bottom (LE= 0.333), as well as 

identical Global efficiency of the two networks (0.2615). B) Optimised 

representation of the graph generated using Graph Editor (csacademy.com), where 

each node is represented as a purple circle and edges (connection = 1 in the matrices 

A) as black lines. C) Representation of the networks on the brain with channel (Ch, 

purple dots) corresponding to nodes and edges (black lines). While Local efficiency 

of node 1 and Global efficiency are identical between the two networks, one can see 

that the individual network connections are quite different. 

 

1.6 Oculo-manual coordination 

 Previous studies have reported improved performance of SPEM, 

such as increased maximum velocity and gain, and reduced latency of pursuit 

onset, when object movement is related to simultaneous upper limb 

movement (Bennett et al., 2012; Gauthier et al., 1988; Koken & Erkelens, 

1992; Gauthier & Hofferer, 1976). The most comprehensive work on this 

https://csacademy.com/app/graph_editor/
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issue can be traced back to Vercher, Gauthier and colleagues, who conducted 

experimental studies involving neurotypical adults (i.e., humans and 

baboons), deafferented baboons, and humans with ischaemic nerve block, 

performing oculo-manual tasks (i.e., finger, upper arm) of internally-

generated and externally-generated moving objects. The results of the 

experimental studies, as well as simulations and modelling, showed that the 

eye movement system and the hand movement system could share a common 

input (i.e., interdependence), although not necessarily a common command 

(i.e., dependence). According to the coordination-control model described by 

Vercher et al., (1997), there is an exchange of information from non-visual 

signals (afference, efference copy) between the arm motor system and the 

oculomotor system, which permits oculo-manual facilitation, as well as 

adaptation when the arm and eye move with different direction, delay and/or 

gain. The integration of this extra-retinal information from upper limb 

movement is thought to occur within the cerebellum (Vercher & Gauthier, 

1988), which is involved in integrating inputs from multiple cortical regions 

for the purpose of timing and learning visuo-motor skills (see Miall, et al., 

2001).  

Another key outcome from their series of elegant experiments in monkey and 

human, was the suggestion by Vercher, Gauthier and colleagues that efference 

copy of the moving arm plays a key role in synchronisation with eye 

movements at motion onset, while afference (i.e., proprioception) from the 

arm accounts for increased smooth pursuit accuracy (i.e., gain and phase). 

The role of arm efference copy in oculo-manual coordination was 

demonstrated by comparing SPEM during active and passive arm movement 

(Vercher et al., 1996). For example, when the arm was actively moved by the 

participant, the latency of SPEM was on average -5ms before object motion 

onset. However, when the arm was moved by the experimenter (passive 

condition), the latency of SPEM was on average 130ms after object motion 

onset. Similar effects were found in two deafferented patients, who exhibited 

an average SPEM latency of -8ms in the active condition. Therefore, it was 

suggested that in the absence of arm proprioception, efference copy 
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associated with active arm movement is sufficient to synchronise the 

oculomotor and arm motor systems.  

The role of arm afference (i.e., proprioception) in smooth pursuit was shown 

in a study by Gauthier and Mussa Ivaldi (1988), where baboons were trained 

to track different visual and imagined stimuli (e.g., step ramp, sine and square 

wave) with eyes alone or eyes and hand. After training, the baboons 

underwent surgery (dorsal root rhizotomy - cutting the nerve roots) inducing 

a loss of afferent information from the right arm. After surgery, the baboons 

were unable the to track the slow-moving externally-generated object with 

their right arm, or track smoothly with their eyes the imaginary object 

displaced by the deafferented limb in total darkness. Similar evidence for the 

contribution of arm afference to SPEM was found in human deafferented 

participants (e.g., people without proprioception) and participants with an 

ischaemic block applied to the biceps (e.g., temporary interruption of 

proprioception). For example, Vercher et al., (1996) found that in deafferented 

participants, the lack of information from proprioception did not negatively 

impact upon the temporal synchronisation between arm motion and smooth 

pursuit onset. However, arm proprioception did appear to be necessary for the 

parametric adjustment between arm and eye motor control during the 

maintenance phase.  

As said previously, the integration of this extra-retinal information from upper 

limb movement was suggested to involve the cerebellum (Vercher & 

Gauthier, 1988), but oculo-manual coordination is complex, and this function 

is not confined to a single area. Indeed, Rizzo et al., (2020), suggest that the 

cerebellum would be predominantly involved in the temporal prediction 

processes of eye and hand movements, while a fronto-parietal network (e.g., 

FEF and PPC) would be indispensable to the spatial prediction process, both 

of which are critical aspects of functional movement control. This 

involvement of a wider network comprising frontal and parietal cortex is also 

suggested by Battaglia-Mayer & Caminiti, (2018). Indeed, the authors 

highlighted the major role of parietal cortex and suggested oculo-manual 

coordination emerged from parietal operations while interacting with more 

frontal regions. More specifically the SPL and IPL via intraparietal 
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connection, would be the first stage of oculo-manual coordination, while 

longer connections between frontal (e.g. supplementary motor area, dorsal 

premotor cortex and motor cortex) and parietal cortex would be the domains 

of eye and hand motor output.  

 

1.7 Outline and Rationale 

 As detailed previously, SPEM involves processes such as attention, 

working memory and prediction, and even more so when the object is 

momentarily occluded. The inclusion of a secondary task that also involves 

working memory increases the overall cognitive demand and can impact 

negatively on SPEM. Conversely, a positive impact on SPEM can occur when 

it is performed with concurrent upper limb movement. As described above, 

oculo-manual coordination involves an interdependent coordination where 

information is shared between ocular and motor systems, thereby influencing 

performance of both in a positive way (Vercher & Gauthier, 1988; Gauthier 

et al., 1988; Maioli et al., 2007). This raises the interesting question of 

whether at a behavioural level, and how at a cortical level, performing SPEM 

in conditions of increased cognitive demand, for example in the presence of 

a secondary working memory task (Chapter 3) or with object visible vs. 

occluded (Chapter 4) is influenced by concurrent upper limb movement. To 

better understand this issue, the current thesis used a combination of 

perceptual, ocular, motor and/or neurophysiological measures. However, 

given the novelty of this work, it was first necessary to examine in a series of 

online studies some of the factors that influence motion extrapolation during 

an occlusion (Chapter 2). Although not part of the experimental work per se, 

it was also necessary to examine the potential crosstalk between eye 

movement (i.e., Eyelink 1000) and brain imaging (i.e., Brainsight, 

NIRSport2) devices. This work is presented in Appendix I. Below, a brief 

overview of these four chapters is provided. 
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Chapter 2: Development of a novel dual-task pursuit protocol 

In Chapter 2, a novel dual-task pursuit protocol was designed to 

systematically examine the impact of primary and secondary task difficulty 

on judgment accuracy and response time in ocular and oculo-manual 

conditions. A series of four online studies was conducted in which a 

secondary change-detection task was performed concurrently (experiments 1-

3) or consecutively (experiment 4) with a primary spatial prediction motion 

task.  

 

Chapter 3: Prefrontal cortex activity and functional organisation in dual-

task ocular pursuit is affected by concurrent upper limb movement 

Having developed a suitable protocol, a lab-based experiment was conducted 

to determine the impact of concurrent upper limb movement during dual-task 

pursuit on measures of SPEM and prefrontal cortex activity and organisation. 

This required a combination of video-oculography (Eyelink 1000) and 

neurophysiological (fNIRS) devices, and permitted a more controlled testing 

environment in which participants adherence to the task protocol could be 

verified. In order to ensure the quality of fNIRS data recording, the same 

randomized-block protocol was followed as Chapter 2, but with additional 

time included before trial onset for the purpose of signal normalisation, as 

well as additional time after trial completion adjusted for differences in 

occlusion interval. Prefrontal activity (changes in mean O2Hb and HHb) and 

network organisation (local and global efficiency) was then calculated across 

conditions. In Addition, in Appendix I, a detailed account of how crosstalk 

with an eye movement recording device was measured and minimised. Data 

were recorded during a series of 18 resting state acquisitions, on a single 

participant in three conditions conducted with a single video-oculography 

device (EyeLink 1000) and the 2 different fNIRS devices used for 

neuroimaging in Chapters 3 (Brainsight) and 4 (NirSport2). Three conditions 

were examined in order to investigate the potential noise induced by the 

infrared illuminator of the eye tracking on fNIRS data, and the effectiveness 

of a method to minimise that potential noise. 
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Chapter 4: Cortical activity and network organisation during oculo-

manual vs ocular pursuit: The impact of task adaptation. 

The second lab-based experiment examined the wider cortical network in 

oculo-manual facilitation, and whether this is influenced by a period of 

adaptation. In order to measure the wider cortical network using fNIRS, a 24 

by 24 optode array was used, which resulted in a total of 79 long distance 

channels and 8 short distance channels. To provide the best opportunity for 

facilitation of SPEM by concurrent upper limb movement, the stimulus 

involved sinusoidal object motion (0.1Hz) for a duration of 35 seconds. At 

pre-test and post-test, participants pursued a continuously visible or 

momentarily occluded object with eyes alone (ocular condition) or with eyes 

and hand (oculo-manual condition). During adaptation, they pursued a 

continuously visible object in the oculo-manual condition. 
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Chapter 2: Dual-task pursuit  
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2.1 Introduction 

Smooth pursuit is a voluntary response to track a moving object, which is 

often performed in a context of static and/or dynamic stimuli comprising 

multiple elements with different spatial layout, shape and/or colour. It 

typically involves participants selecting and then choosing from several 

options which moving object to track (Ferrera & Lisberger, 1995), and/or 

which direction a moving object will take as it progresses along its trajectory 

(Kowler, 1989). Therefore, as well as demanding attention to monitor a 

visually-based error signal (position and velocity) between the fovea and a 

moving object, it is necessary to allocate covert attention to processing of 

stimuli in peripheral vision. Rather than covert attention simply being located 

closely ahead of a moving object (Tanaka et al., 1998; van Donkelaar & Drew, 

2002), it is now recognised that the allocation (i.e., location and amount) of 

covert attention depends on the characteristics of the object being tracked, as 

well as the surrounding elements (e.g., shape, colour, location). For example, 

it is more attentionally demanding to track a small, single object than a large 

stimulus comprising several individual elements (Heinen et al., 2011), which 

thus impacts upon the allocation of covert attention for the performance of a 

secondary task (Jin et al., 2013; 2014). In addition, when the pursuit task and 

secondary task compete for the same processing resource (i.e., visual-spatial 

short-term memory), participants exhibit a limited ability to allocate covert 

attention to eccentric locations (Kerzel & Ziegler, 2005).  

The impact of competing attentional demands can be even greater when 

tracking a moving object that is not continuously visible. In Jonikaitis et al., 

(2009), participants performed a spatial prediction motion task in which they 

made a judgement about the reappearance location (i.e., ahead or behind the 

correct location) of a moving object (2, 3 or 4deg/s) after a period of transient 

occlusion. In control trials, two small grey circles were presented at Ñ2deg of 

the either side of the horizontal trajectory of the pursuit object, which 

participants were told to ignore. In experimental trials, one of the grey circles 

could change colour to green during the occlusion, which then acted as the 

target for a pro-saccade. Alternatively, if a grey circle changed colour to red, 
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participants were required to make an anti-saccade to the other grey circle. As 

would be expected, performing a pro-saccade disrupted pursuit of the 

occluded object (i.e., mean eye position across trials and participants), but it 

also impaired performance of the spatial prediction motion task. More 

interestingly, however, the same effect but with a lesser magnitude was found 

in the control condition where participants were instructed not to make an 

anti-saccade when one of the grey circles turned red. The authors suggested 

that a covert shift of attention in a dual-task context (i.e., to simply determine 

the colour of a single peripheral object) was sufficient to interfere with the 

processes involved in spatial prediction motion (i.e., extrapolation of the 

occluded trajectory of the moving object).  

Competing attentional demands of a primary task involving smooth pursuit 

and secondary tasks involving visual working memory can also occur when 

the two tasks are performed consecutively (Yue et al., 2017). In their change-

detection task, colour working memory (2 or 4 elements) was impaired when 

participants performed smooth pursuit compared to fixation in the cue-probe 

interval, whereas smooth pursuit was impaired when participants performed 

pursuit plus the colour working memory task vs pursuit alone. Moreover, 

while colour working memory performance benefited when smooth pursuit 

was consistent vs inconsistent with the direction of the cued elements of the 

colour stimulus array, the opposite effect was found for smooth pursuit. It was 

suggested that these findings can be explained by reliance on a limited 

attentional resource that is shared between the pursuit and the colour working 

memory task, with demand persisting across the cue-probe interval (i.e., 

retention period). Dependence between the two tasks was suggested to result 

from a common reliance on spatial information, and thus activation of a 

similar fronto-parietal network. That is, despite there being no change in the 

spatial layout of the colour elements between the cue-probe interval, 

participants still encoded their spatial location in the left or right peripheral 

visual field, which then interfered with the processes involved in smooth 

pursuit. This is consistent with Jiang et al., (2000), who showed that the 

spatial configuration of elements in a stimulus array acts as an important 
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source of relational information encoded in working memory, which then 

facilitates identification of a change in spatial location, colour or shape.  

It is clear, then, that performing a secondary task requiring covert attention to 

process spatial layout and/or colour of surrounding elements, has the potential 

to interfere with a primary pursuit task, particularly when it involves a 

transient occlusion. In the latter situation, pursuit eye movements are 

associated with activation of different cortical areas compared to fixation or 

pursuit of a continuously visible object (Lencer et al., 2004; Nagel et al., 2006; 

Ding et al., 2009), and in particular dorsolateral prefrontal cortex (DLPFC). 

This is a key cortical area involved in higher-order cognitive processes such 

as attention, working memory and prediction, and would likely be involved 

in both a secondary change-detection task, as well as representing an occluded 

object trajectory. Medial prefrontal cortex (MPFC) is also involved in many 

cognitive processes (Braver & Bongiolatti, 2002; Ramnani & Owen, 2004), 

and is known to monitor other areas of PFC (Mansouri et al., 2017). As such, 

it can be expected that MPFC plays a key role in dual-task contexts requiring 

the maintenance/monitoring of a primary task goal while simultaneously 

allocating attention to a secondary task goal (Christoff et al., 2001). At 

present, however, it first remains to be determined at a behavioural level if 

the spatial configuration and colour of elements within a secondary task 

impact upon the predictive processes involving visual-spatial working 

memory, which are key to spatial prediction motion. 

In the current chapter, a series of studies are reported that examine a 

secondary change-detection task comprising a colour or form stimulus array 

that is performed concurrently (experiments 1-3) or consecutively 

(experiment 4) with a primary spatial prediction motion task. In addition, it is 

examined if afferent and efferent signals from performing concurrent upper 

limb (i.e., arm) movement, which are known to enhance smooth pursuit 

(Koken & Erkelens, 1992), particularly when the moving object undergoes a 

momentary occlusion (Gauthier & Hofferer, 1976; Bennett et al., 2012), 

influences performance of the primary and/or secondary task. For example, if 

afferent and efferent signals from upper limb and eye movements are 

integrated to form a dynamic predictive model of a moving objectôs trajectory 
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(Vercher et al., 1997), this might benefit the primary task and also free-up 

attentional resource for completion of the secondary change-detection task. 

Conversely, if oculo-manual tracking requires greater attentional resource 

than tracking with the eye alone, it follows that performance of the secondary 

change-detection task may be impaired. For example, Li et al., (2023) studied 

the impact of secondary motor task (e.g. pressing a keyboard to identify time 

of collision) on a primary motion prediction task (e.g. participants had to 

judge if a moving object reappeared behind or ahead the correct location after 

having undergone an occlusion). Their results indicate that participants 

underestimate the object reappearance (primary task) when concurrent upper 

limb movement is performed during the occlusion, suggesting that concurrent 

upper limb movement could interfere with prediction motion. 

 

 

2.2 Materials and Methods 

General considerations for online testing  

A series of online studies was conducted, each using a variation of a novel 

dual-task pursuit. Each study lasted approximately 45 minutes and was 

implemented using the Gorilla.sc platform within the web browser on the 

participantôs desktop computer or laptop (NB. not permitted to use a tablet or 

mobile phone). As reported by Anwyl-Irvine et al., (2021), this web-based 

platform provides reasonable accuracy and precision for display duration 

(Mean delay = 13.44 Ñ 15.41ms) and manual response time (Mean delay = 

78.53 Ñ 8.25ms) and performs to a similar level as other platforms (i.e., 

jsPsych, Lab.js, PsychoJS). Importantly, absolute timing delays in these web-

based platforms are not problematic if only making within-study comparisons 

(i.e., not comparing to lab-based findings). In such situations, which was the 

case in the current series of studies, the precision of presentation timing and 

response measurements are more meaningful and can be further controlled by 

minimizing the number online programming steps. To this end, here, visual 

stimuli (i.e., static images and videos) were rendered offline and pre-loaded 
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prior to testing. Videos depicting the visual stimuli of dual-task pursuit were 

generated in MatlabÈ (MATLAB 2020b, The MathWorks, USA) by drawing 

a figure, which was then saved to a video object using the VideoWriter 

function each time the figure was updated. In addition, to ensure that the 

visual stimuli were shown at a similar visual angle on each participantôs 

screen, a calibration was performed before starting the task. Participants were 

instructed to put a standard size credit card or store card on the location 

indicated on the screen, and then to drag a slider so the image on the screen 

matched the size of their card. To ensure participants were seated comfortably 

and could maintain their position relative to the screen, they were asked to sit 

with their elbows at approximately 90 degrees, with arms resting on the desk 

in front of them and fingers on the keyboard. An image was shown on their 

screen to help participants with the positioning instructions.  

 

2.3 Study A 

Participants 

Thirty-two participants (15 males/ 17 females) with a mean age of 29.09 (Ñ 

6.98) years took part in the study A. Participants were recruited using reverse 

snowball sampling (n = 14), as well as a third-party recruitment service 

(Prolific.co) that provided a monetary recompense (Ã8.21/h on average across 

the four studies) for participation (n = 18). All participants self-declared to be 

right-handed, with normal or corrected vision and no neurological 

impairment. Participants provided informed consent prior to participation in 

the study. The study was approved by the local ethics committee 

(21/SPS/008a) and was conducted in accordance with the ethical standards 

specified by the Declaration of Helsinki. 
 

Task and Procedure 

Participants performed a novel dual-task pursuit comprising a primary task of 

spatial prediction motion, and a secondary change-detection task (see Figure 

2.1). They received written instructions regarding the protocol, and practiced 
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the task until they achieved 6/20 correct responses. At the start of each trial, 

a grey circular object (0.5 degrees diameter) was presented at -8.5 degrees to 

the left of screen centre (white background) for 500ms. The object then 

disappeared for 300ms, and reappeared moving horizontally to the right at 

constant velocity of 5deg/s. After 600ms, the object disappeared behind an 

invisible occluder and continued to move to the right, with the same velocity, 

but not visible to the participant. At the end of the occlusion, the object 

reappeared but always in a position that was either 2 or 4 degrees behind (e.g. 

2B and 4B) or ahead (e.g. 2A and 4A) of where it should have been given no 

change in its velocity. In order to minimize anticipation of object 

reappearance, occlusion time on each trial was randomly selected from five 

possibilities (1700, 1800, 1900, 2000 and 2100ms). Having reappeared, the 

object continued moving to the right for an additional 400ms. Participants 

were instructed to pursue the object through the visible and occluded parts of 

the trial and then to estimate whether it reappeared behind or ahead of the 

correct position. Participants gave their answer by pressing the z or v key of 

their computer keyboard with the ring or index finger of their left hand. 

Importantly, the primary task did not end until the z or v key had been pressed, 

meaning participants were always faced with a forced, 2-choice response. The 

primary task was completed with either the eyes alone (ocular condition, OC) 

or with the eyes and right hand (oculo-manual condition, OM). For the OC 

condition, participants were instructed to place their right hand on their desk 

to the right of the keyboard, and then to maintain this position throughout the 

block of trials. For the OM condition, participants were given the same 

instructions about where to place their right hand, but in addition they were 

instructed to move their hand such that it matched the speed of the moving 

circular object. No feedback was provided regarding the movement of the 

right hand. 

For the secondary change-detection task, an array of four squares (each 

0.25deg) was presented to the participant for 500ms, centred to the spatial and 

temporal midpoint of the occlusion of the moving object in the primary task. 

The array was presented again after participants gave their response to the 

primary task, at a location coincident with the final position of the moving 



пф 
 

object (i.e., not the reappearance location). Participants were given 3s to judge 

whether the squares had changed form or colour between the cue and probe 

presentation by pressing the z (no change) or the v (change) key of the 

computer keyboard with the ring or index finger of their left hand. The array 

of four squares was designed to give three different conditions. In the Control 

stimulus array, participants were informed that there would be no change 

between the cue and probe presentation of four black squares, which were 

each assigned an x and y location to coincide with the four corners of a larger 

square of 1deg. For the Form stimulus array, each of the four squares of the 

control stimulus array were randomly shifted by -0.25, 0 or +0.25deg. For the 

probe presentation, the four squares were either assigned the same location or 

randomly shifted again by -0.25, 0 or +0.25deg, with the caveat that none of 

the four squares have an overlapping location. For the Colour stimulus array, 

the four squares had the same spatial layout as the Control stimulus array, but 

each was randomly assigned a colour (red, magenta, blue and green) with no 

repetition. For the probe presentation, the four squares were either assigned 

the same colour or the colours were randomly assigned a second time with no 

repetition.  

There were 6 unique combinations of Stimulus Array (Control, Colour, Form) 

and Tracking (OC, OM), which were presented as 6 separate blocks of 24 

trials. The order of OC and OM tracking was counterbalanced, with 

participants performing each of the 3 blocks of Stimulus Array in one tracking 

mode before completing those same blocks of Stimulus Array in the other 

tracking mode. For both tracking modes, the 3 blocks of Stimulus Array were 

randomized. In blocks with the Control stimulus array, participants performed 

24 randomly-ordered trials, with 6 trials for each Position Step. For blocks 

with the Colour or Form stimulus array, there was a randomly-ordered change 

between cue and probe in 12 of the 24 trials. Position Step was interleaved in 

these blocks, such that there was an equal distribution for trials with a change 

or no change in the stimulus array. Occlusion time on each trial was randomly 

selected from five possibilities (1700, 1800, 1900, 2000 and 2100ms). 

Participants performed 144 trials in total, resulting of a testing duration of 

approximately 45min.  
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For each trial, judgement accuracy (1 = correct; 0 = incorrect) and response 

time of both the primary and secondary tasks was measured. Judgment data 

were analysed using generalized linear mixed modelling with a logit link 

function, whereas response time data were analysed using linear mixed 

modelling (lme4 package in RStudio, v1.1-31). An iterative, top-down 

process was followed in order to find the simplest model (i.e., random and 

fixed effects) that best fit the data. The initial, full model included all main 

and interaction effects for the fixed factors of Step (4B, 2B, 2A and 4A), 

Stimulus Array (Control, Colour and Form) and Tracking (OC and OM), and 

a random intercept for each participant. For all significant interaction effects, 

a custom contrast was set in order to generate only relevant pairwise 

comparisons (i.e., a change in only 1 level of a single factor while keeping 

levels of other factors constant), which were then subject to Bonferroni 

correction (EMMEANS package v1.7.2). 

 

 

Figure 2.1: Schematic diagram of an experimental trial for study A with the Control 

stimulus array (Form and Colour stimulus arrays are represented within the circle 

to the right of the white boxes). Black arrow (box 1) represents direction when the 

target was in motion and the dashed line (box 2) represents when the target is not 

visible to the participant.  
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Results 

Prediction Motion 

Judgement accuracy: The reduced model (AIC = 2361.0; conditional 

R2 = 0.46) indicated a significant main effect of Step [ɢ2 (3) = 211.39; p < 

0.0001], Stimulus Array [ɢ2 (2) = 10.74; p < 0.01] and Tracking [ɢ2 (1) = 8.79; 

p < 0.01]. These effects were superseded by significant interactions for Step 

x Stimulus Array [ɢ2 (6) = 13.45; p = 0.036] and Step x Tracking [ɢ2 (3) = 

9.43; p < 0.024] (see Figure 2.2 panel A). For the Control stimulus array, 

judgements were less accurate when the object reappeared with a small 

negative step (-2deg: 0.814) compared to all other steps (+2deg: 0.932, p < 

0.0001; +4deg: 0.995, p < 0.0001; -4deg: 0.978, p < 0.0001). Judgement 

accuracy was also lower when the object reappeared with a small positive 

step (+2deg) compared to the two larger steps (+4deg: p = 0.0005; -4deg: p = 

0.0165). For the other two stimulus arrays, judgements were less accurate (p 

< 0.001) when the object reappeared with a small step (Form: -2deg: 0.848; 

+2deg: 0.880; Colour: -2deg: 0.792; +2deg: 0.865) compared to larger steps 

(Form: +4deg: 0.993; -4deg: 0.967; Colour: -4deg: 0.969 and +4deg: 0.978). 

Finally, judgement accuracy was lower in the Colour (0.865) than Control 

(0.932; p = 0.04) stimulus array when the object reappeared with a small 

positive step. 

As can be seen in Figure 2.2 panel A, for OC tracking, judgement 

accuracy was lower when the object reappeared with a small negative step (-

2deg: 0.781) compared to all other steps (+2deg: 0.891, p < 0.0001; +4deg: 

0.994, p < 0.0001; -4deg: 0.959, p < 0.0001). Judgement accuracy was also 

lower when the stimulus reappeared with a small positive step (+2deg) 

compared to the two larger steps (+4deg: p < 0.0001; -4deg: p = 0.0001), and 

when the object reappeared with a large negative step (-4deg) compared to a 

large positive step (+4deg; p = 0.0007). For OM tracking, judgement accuracy 

was lower (p < 0.0001) when the object reappeared with a small step (+2deg: 

0.902; -2deg: 0.852) than a larger step (+4deg: 0.987; -4deg: 0.981). Finally, 

for the most difficult condition where the object reappeared with a small 

negative step (-2deg), judgement accuracy was higher in OM tracking (0.852) 

than OC tracking (0.781; p = 0.043). 
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Response time: The reduced model (AIC = 66707; conditional R2 = 

0.22) indicated a significant main effect of Step [ɢ2 (3) = 122.09; p < 0.0001] 

and Stimulus Array [ɢ2 (2) = 17.77; p = 0.00014], as well as a significant Step 

x Stimulus array interaction [ɢ2 (6) = 15.59; p = 0.016] (see Figure 2.2 panel 

C). With the Form stimulus array, response time was longer (p < 0.001) for 

the two small steps (-2deg: 1095ms; +2deg: 1123ms) than the two larger steps 

(-4deg: 854ms; +4deg: 767ms). With the Control stimulus array, response 

time was longer (p < 0.0001) when the object reappeared with a small 

negative step (-2deg: 1268ms) than the two larger steps (-4deg: 934ms; 

+4deg: 830ms), and when the object reappeared with a small positive step 

(+2deg: 1088ms) than a large positive step (+4deg: 830ms, p = 0.0003). There 

were no significant differences between steps for the Colour stimulus array. 

Finally, when the object reappeared with a large positive step (+4deg) 

response time was longer in Colour (998ms) than Form (767ms; p = 0.0025) 

stimulus array. 

 

Change Detection 

Judgement accuracy: The reduced model (AIC = 2559.9; conditional R2 

= 0.22) indicated a significant main effect of Stimulus Array [ɢ2 (2) = 84.25; 

p < 0.0001], which was superseded by a significant Step x Stimulus Array 

interaction [ɢ2 (6) = 15.66; p < 0.05] (see Figure 2.2 panel B). For all four 

levels of step, judgement accuracy was higher in the Control (-2deg: 0.961, p 

< 0.0001; +2deg: 0.965, p = 0.0023; -4deg: 0.985, p = 0.0001; +4deg: 0.967) 

than Form (-2deg: 0.819, p < 0.0001; +2deg: 0.886, p = 0.0023; -4deg: 0.891, 

p = 0.0001; +4deg: 0.885, p = 0.0008) stimulus array. Judgement accuracy 

was also higher in the Control (-4deg: 0.985; +4deg: 0.967) than Colour 

stimulus array for the two larger steps (-4deg: 0.874, p < 0.0001; +4deg: 

0.903, p = 0.011). Finally, when the object reappeared with a small negative 

step, judgement accuracy was higher in Colour (-2deg: 0.913) than Form (-

2deg: 0.819, p = 0.0046) stimulus array. Within each stimulus arrays, there 

were no significant difference between the four step levels. 

Response time: The reduced model (AIC = 66950; conditional R2 = 

0.12) indicated a significant main effect of Stimulus Array [ɢ2 (2) = 57.84; p 

< 0.0001], as well as a significant Stimulus Array x Tracking interaction [ɢ2 
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(2) = 9.08; p = 0.01] (see Figure 2.2 panel D). For OC tracking, response time 

was longer in the Colour (828ms) than Form (692ms; p = 0.0001) and Control 

(721ms; p = 0.004) stimulus arrays, which did not differ from each other. For 

OM tracking, response time was shorter in the Form (647ms) than Control 

(804ms; p < 0.0001) and Colour (832ms; p < 0.0001) stimulus arrays, which 

did not differ from each other. Within each stimulus array, there were no 

significant difference between OC and OM tracking.  

 

 

 

 

Figure 2.2: A) Probability of correct response in the prediction motion task as a 

function of Step (2A, 2B, 4A and 4B) and Tracking (OC represented by filled circles; 

OM represented by filled triangles). B) Probability of correct response in the change 

detection task as a function of Step (2A, 2B, 4A and 4B) and Stimulus Array (Colour 

represented by filled circles, Control represented by filled triangles, and Form 

represented by filled squares. C) Response time in the prediction motion task as a 

function of Step (2A, 2B, 4A and 4B) and Stimulus Array. D) Response time in the 

change detection task as a function of Stimulus Array (Colour, Control, Form) and 

Tracking. Estimated marginal means and standard errors are shown from the 

accepted model. 
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2.4 Study B 

Participants 

Twenty-two participants (19 males/3 females) with a mean age of 24.23 (Ñ 

6.78) years took part. Participants were recruited from the staff and student 

population of the host University (n = 17), as well as a third-party recruitment 

service (Prolific.co) that provided a monetary reimbursement (Ã8.21/h on 

average across the four studies) for volunteering (n = 5). All participants self-

declared to be right-handed, with normal or corrected vision and no 

neurological impairment. Participants provided informed consent prior to 

participation in the study. The study was approved by the local ethics 

committee (21/SPS/008a) and was conducted in accordance with the ethical 

standards specified by the Declaration of Helsinki. 

 

Task and Procedure 

The task and procedure were the same as study A, except that there were six 

squares in the secondary change-detection task (see Figure 2.3). In the 

Control stimulus array, the six black squares were each assigned an x and y 

location such that they created 2 rows of 3 squares (1deg width), with 1 row 

located 0.5deg above and the other 0.5deg below the vertical location of the 

moving object. For the Form stimulus array, each of the six squares of the 

Control stimulus array were randomly shifted by -0.25, 0 or +0.25deg. For 

the probe presentation, the six squares were either assigned the same location 

or randomly shifted again by -0.25, 0 or +0.25deg, with the caveat that none 

of the four squares have an overlapping location. For the Colour stimulus 

array, the six squares had the same spatial layout as the Control stimulus array, 

but each was randomly assigned a colour (red, magenta, blue, green, yellow, 

cyan) with no repetition. For the probe presentation, the six squares were 

either assigned the same colour or the colours were randomly assigned a 

second time with no repetition. Participants were asked to determine whether 

the six squares array had changed between the first and second presentation 

by pressing the z or the v key with their left hand.  
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Figure 2.3: Schematic diagram of an experimental trial for study B with the Control 

stimulus array (Form and Colour stimulus arrays are represented within the circle 

to the right of the white boxes). Black arrow (box 1) represents direction when the 

target was in motion and the dashed line (box 2) represents when the target is not 

visible to the participant. To the right of the boxes, red text highlights the change 

between this study and study A. 

 

Results 

Prediction Motion 

Judgement accuracy: The reduced model (AIC = 1601.1; conditional R2 

= 0.46) indicated a significant main effect of Step [ɢ2 (3) = 281.82; p < 0.001] 

(see Figure 2.4 panel A). Judgments were less accurate (p < 0.0001) when the 

object reappeared with a small negative step (-2deg: 0.657) compared to all 

other steps (+2deg: 0.915; +4deg: 0.978; -4deg: 0.955). Judgments were also 

less accurate when the object reappeared with a small positive step (+2deg: 

0.915) compared to large positive (+4deg: 0.978; p < 0.0001) and negative (-

4deg: 0.955; p = 0.01) step. 

Response time: The reduced model (AIC = 42941; conditional R2 = 

0.22) indicated a significant main effect of Step [ɢ2 (3) = 66.84; p < 0.0001] 
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and Tracking [ɢ2 (1) = 6.20; p = 0.013] (see Figure 2.4 panel C), as well as a 

significant Stimulus Array x Tracking interaction [ɢ2 (2) = 11.86; p = 0.0027]. 

Response time was longer when the object reappeared with a small negative 

step (-2deg: 1343ms) than all other steps (+2deg: 1187ms, p = 0.0024; -4deg: 

1115ms, p < 0.0001; +4deg: 989ms, p < 0.0001). Response time was shorter 

when the object reappeared with a large positive step (+4deg) than a large 

negative step (-4deg, p = 0.027) and small positive step (+2deg: p = 0.0001). 

Response time was also longer with the Control stimulus array in the OM 

(1283ms) than OC tracking (1075ms, p = 0.0016) condition. Finally, during 

OM tracking, response time was longer with the Control (1283ms) than Form 

(1093ms, p = 0.0047) stimulus array. 

 

Change Detection 

Judgement accuracy: The reduced model (AIC = 1718.2; conditional R2 

= 0.48) indicated a significant main effect of Step [ɢ2 (3) = 18.49; p < 0.001] 

and Stimulus Array [ɢ2 (2) = 89.03; p < 0.0001]. There were also significant 

interactions for Stimulus Array x Tracking [ɢ2 (2) = 7.48; p = 0.024] (see 

Figure 2.4 panel B), and Step x Stimulus Array [ɢ2 (6) = 22.53; p < 0.001]. 

During both OC and OM tracking, judgement accuracy was lower in the Form 

(OC: 0.7967; OM: 0.8088) than Colour (OC: 0.8882, p = 0.0012; OM: 

0.9131, p < 0.0001) and Control (OC: 0.9971, p < 0.0001; OM: 0.9813, p < 

0.0001) stimulus arrays. Again, for both tracking conditions, judgement 

accuracy was lower in the Colour than Control stimulus array. For each level 

of step, judgement accuracy was higher in the Control (-2deg: 0.985; +2deg: 

0.997; -4deg: 0.986; +4deg: 0.995) than Colour (-2deg: 0.861, p = 0.0003; 

+2deg: 0.925, p = 0.037; -4deg: 0.889, p = 0.0041; +4deg: 0.919, p = 0.011) 

and Form (-2deg: 0.832, p < 0.0001; +2deg: 0.680, p < 0.0001; -4deg: 0.781, 

p < 0.0001; +4deg: 0.880, p = 0.0009) stimulus arrays. Judgement accuracy 

was also higher in the Colour than Form stimulus array when the object 

reappeared with a small positive step (+2deg, p < 0.0001) and a large negative 

step (-4deg, p = 0.047). Finally, there were no significant differences between 

each level of step except for the Form Stimulus array, where judgement 

accuracy was lower when the object reappeared with a small positive step 
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(+2deg) compared with a small negative step (-2deg; p = 0.0056) and large 

positive step (+4deg; p < 0.0001). 

Response time: The reduced model (AIC = 43788; conditional R2 = 

0.083) indicated a significant main effect of Stimulus Array [ɢ2 (2) = 27.345; 

p < 0.0001] (see Figure 2.4 panel D). Response time was longer in the Colour 

(753ms) than Control (674ms, p = 0.007) and Form (617ms, p < 0.0001) 

stimulus arrays.  

 

 

 

Figure 2.4: A) Probability of correct response in the prediction motion task as a 

function of Step (2A, 2B, 4A and 4B). B) Probability of correct response in the change 

detection task as a function of Stimulus Array (Colour, Control, Form) and Tracking 

(OC represented as filled circles and OM represented as filled triangles). C) 

Response time in the prediction motion task for each level of Step (2A, 2B, 4A and 

4B). D) Response time in the change detection task for each level of Stimulus Array 

(Colour, Control, Form). Estimated marginal means and standard error are shown 

from the accepted model. 
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2.5 Study C 

Participants 

Twenty-three participants (13 males/ 10 females) with a mean age of 23.96 (Ñ 

4.94) years took part. Participants were recruited from the Staff and Student 

population of the host University (n = 17), as well a third-party recruitment 

service (Prolific.co) that provided a monetary recompense (Ã8.21/h on 

average across the four studies) for participation (n = 6). All participants self-

declared to be right-handed and self-declared with normal or corrected vision 

and no neurological impairment. Participants provided informed consent 

prior to participation in the study. The study was approved by the local ethics 

committee (21/SPS/008a) and was conducted in accordance with the ethical 

standards specified by the Declaration of Helsinki. 

 

Task and Procedure 

The task and procedure were the same as study A except that the moving 

object of the primary task reappeared 1 or 3 degrees behind (e.g. 1B and 3B) 

or ahead (e.g. 1A and 3A) of where it should have been given no change in 

its velocity during occlusion (see Figure 2.5).  
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Figure 2.5: Schematic diagram of an experimental trial for study C with the Control 

stimulus array (Form and Colour stimulus arrays are represented within the circle 

to the right of the white boxes). Black arrow (box 1) represents direction when the 

target was in motion and the dashed line (box 2) represents when the target is not 

visible to the participant. To the right of the white boxes, red text highlights the 

change between this study and the study A. 

 

Results 

Prediction Motion 

Judgement accuracy: The reduced model (AIC = 2716.9; conditional R2 

= 0.34) indicated a significant main effect of Step [ɢ2 (3) = 138.51; p < 

0.0001], which was superseded by a Step x Tracking interaction [ɢ2 (3) = 

22.67; p < 0.0001] (see Figure 2.6 panel A). For OC tracking, judgement 

accuracy was lower when the object reappeared with a small negative step (-

1deg: 0.556, p < 0.0001) compared to all the other steps (+1deg: 0.805; -3deg: 

0.808; +3deg: 0.934). Judgement accuracy was also lower when the object 

reappeared with a small positive step (+1deg) than the large positive step 

(+3deg, p < 0.0001), and for the large negative step (-3deg) than large positive 

step (+3deg, p < 0.0001). For OM tracking, judgement accuracy was lower 

when the object reappeared with a small negative step (-1deg: 0.663) 
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compared to the two larger steps (-3deg: 0.811, p = 0.0002; +3deg: 0.867, p 

< 0.0001). Judgement accuracy was lower when the object reappeared with a 

small positive step (+1deg: 0.714) than large positive step (+3deg: p < 

0.0001), and approached significance when compared to the large negative 

step (-3deg: p = 0.0502). Finally, when the object reappeared with a large 

positive step (+3deg) judgement accuracy was lower in OM than OC (p = 

0.028). 

Response time: The reduced model (AIC = 46842; conditional R2 = 

0.29) indicated a significant main effect of Step [ɢ2 (3) = 60.01; p < 0.0001] 

(see Figure 2.6 panel C), Stimulus Array [ɢ2 (2) = 16.17; p < 0.001] and 

Tracking [ɢ2 (1) = 16.22; p < 0.0001], as well as a significant Stimulus Array 

x Tracking interaction [ɢ2 (2) = 8.18; p = 0.017]. Response time was longer 

when the object reappeared with a small negative step (-1deg: 1284ms) than 

the two larger steps (-3deg: 1144ms, p = 0.0023; +3deg: 981ms, p < 0.0001). 

Response time was also shorter when the object reappeared with a large 

positive step (+3deg) than a small positive step (+1deg: 1189ms, p < 0.0001) 

and a large negative step (-3deg: p = 0.0003). In OC tracking, response time 

was longer with the Colour (1225ms) than Control (1008ms, p = 0.0001) and 

Form (1041ms, p = 0.0019) stimulus arrays. No significant differences in 

response time were found between the stimulus arrays in OM tracking. 

Finally, response time was longer (p = 0.0002) in OM (1216ms) than OC 

tracking with the Control stimulus array. 

 

Change Detection 

Judgement accuracy: The reduced model (AIC = 1804.4; conditional R2 

= 0.27) indicated a significant main effect of Step [ɢ2 (3) = 13.44; p = 0.0038] 

and Stimulus Array [ɢ2 (2) = 87.06; p < 0.0001] (see Figure 2.6 panel B). 

Judgement accuracy was higher when the object reappeared with a small 

positive step (+1deg: 0.950) than small negative (-1deg: 0.919, p = 0.036) and 

large positive step (+3deg: 0.909, p = 0.0025). Judgement accuracy was lower 

with the Form (0.855) than Colour (0.896, p = 0.0136) and Control (0.978, p 

< 0.0001) stimulus arrays. Judgement accuracy was also lower with the 

Colour than Control (p < 0.0001) stimulus array. 
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Response time: The reduced model (AIC = 46557; conditional R2 = 0.1) 

indicated a significant main effect of Stimulus Array [ɢ2 (2) = 28.94; p < 

0.0001] (see Figure 2.6 panel D). Response time was shorter with the Form 

(673ms) than Colour (819ms, p < 0.0001) stimulus array, and approached 

significance with the Control (739ms, p = 0.0505) stimulus array. Response 

time was also significantly longer with the Colour than Control (p = 0.01) 

stimulus array. 

 

 

 

Figure 2.6: A) Probability of correct response during prediction motion task for the 

significant Step (1A, 1B, 3A and 3B) by Tracking interaction (OC represented as 

filled circles and OM represented as filled triangles). B) Probability of correct 

response during change detection task for significant main effect of Stimulus Array 

(Colour, Control, Form). C) Response time during prediction motion task for 

significant main effect of Step (1A, 1B, 3A and 3B). D) Response time during change 

detection task for the significant main effect of Stimulus Array (Colour, Control, 

Form). Estimated marginal means (shaped and coloured points) and standard errors 

are shown from the accepted model. Interactions are represented with black lines. 
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2.6 Study D 

Participants 

Twenty-five (11 males/ 13 females/1 does not answer) with a mean age of 

30.64 (Ñ 7.31) were recruited using a third-party recruitment service 

(Prolific.co) that provided a monetary recompense for participation (Ã8.21/h 

on average across the four studies). All participants self-declared to be right-

handed and self-declared with normal or corrected vision and no neurological 

impairment. Participants provided informed consent prior to participation in 

the study. The study was approved by the local ethics committee 

(21/SPS/008a) and was conducted in accordance with the ethical standards 

specified by the Declaration of Helsinki. 

 

Task and Procedure 

The task and procedure were the same as study A, except that the four squares 

of the secondary change-detection task were initially presented at the start of 

the trial for 500ms, such that they surrounded the grey circular object of the 

primary task as it remained stationary at -8.5 degrees to the left of screen 

centre. After 500ms, the four squares disappeared, and the circular object 

remained stationary for a further 500ms. It the then disappeared for 300ms 

and reappeared moving horizontally to the right at constant velocity of 5deg/s 

(see Figure 2.7).  
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Figure 2.7: Schematic diagram of an experimental trial for study D with the Control 

stimulus array (Form and Colour stimulus arrays are represented within the circle 

to the right of the white boxes). Black arrows (box 2) represent direction when the 

target was in motion and the dashed line represents when the target is not visible to 

the participant. To the right, red text highlights the change between this study and 

the study A. 

 

Results 

Prediction Motion 

Judgement accuracy: The reduced model (AIC = 1236.7; conditional R2 

= 0.67) indicated a significant main effect of Step [ɢ2 (3) = 248.97; p < 

0.0001], and a Step x Tracking interaction [ɢ2 (3) = 11.73; p = 0.0084] (see 

Figure 2.8 panel A). In OC tracking, judgement accuracy was lower when the 

object reappeared with a small negative step (-2deg: 0.628, p < 0.0001) than 

all other steps (+2deg: 0.963; -4deg: 0.977; +4deg: 0.996). In OM tracking, 

judgement accuracy was also lower when the object reappeared with a small 

negative step (-2deg: 0.700, p < 0.0001) than all other steps (+2deg: 0.918; -

4deg: 0.972; +4deg: 0.980). In addition. judgement accuracy in OM tracking 

was lower when the object reappeared with a small positive step (+2deg) than 

the larger steps (-4deg, p = 0.015; +4deg, p = 0.0046). Across all levels of 

step, no significant differences were found between OC and OM tracking. 
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Response time: The reduced model (AIC = 36964; conditional R2 = 

0.16) indicated a significant main effect of Step [ɢ2 (3) = 37.93; p < 0.0001] 

(see Figure 2.8 panel C), Stimulus array [ɢ2 (2) = 10.58; p = 0.005], and 

Tracking [ɢ2 (1) = 11.42; p = 0.0007]. Response time was longer when the 

object reappeared with a small negative step (-2deg: 840ms) compared to a 

large step (+4deg: 636ms, p < 0.0001; -4deg: 699ms, p = 0.0003). Response 

time was also longer when the object reappeared with a small positive step 

(+2deg: 777ms) than a large positive step (+4deg: 636ms). Response time was 

longer with the Control (792ms) than Colour (692ms, p = 0.0043) stimulus 

array, and also in OM (781ms) than OC (694, p = 0.0007) tracking. 

 

Change Detection 

Judgement accuracy: The reduced model (AIC = 1955.5; conditional R2 

= 0.57) indicated a significant main effect of Stimulus Array [ɢ2 (2) = 97.63; 

p < 0.0001] and a significant Stimulus Array x Tracking interaction [ɢ2 (2) = 

6.35; p < 0.05] (see Figure 2.8 panel B). In OC tracking, judgement accuracy 

was higher with the Control (0.9974) than Colour (0.8688; p < 0.0001) and 

Form (0.8233; p < 0.0001) stimulus arrays. In OM tracking, judgement 

accuracy was lower with the Form (0.8018) than Colour (0.9132; p < 0.0001) 

and Control (0.9973; p < 0.0001) stimulus arrays, and with the Colour than 

Control (p < 0.0001) stimulus array. No significant differences were found 

between OC and OM tracking for all stimulus arrays. 

Response time: The reduced model (AIC = 51492; conditional R2 = 0.1) 

indicated a significant main effect of Stimulus Array [ɢ2 (2) = 53.08; p < 

0.0001] and Tracking [ɢ2 (1) = 3.94; p < 0.05], and a Stimulus Array x 

Tracking interaction [ɢ2 (2) = 10.77; p = 0.0046] (see Figure 2.8 panel D). For 

OC tracking, response time was longer with the Colour (808ms) than Form 

(625ms; p < 0.0001) and Control (682ms; p = 0.0005) stimulus arrays. For 

OM tracking, response time was longer with the Colour (824ms) than Form 

(743ms, p < 0.0001) stimulus array. Finally, response time was higher in OM 

tracking (743ms) than OC tracking (625ms, p = 0.0018) with the Form 

stimulus array. 
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Figure 2.8: A) Probability of correct response in the prediction motion task as a 

function of Step (2A, 2B, 4A and 4B) and Tracking (OC - circles; OM - triangles). B) 

Probability of correct response in the change detection task as a function of Stimulus 

Array (Colour, Control, Form) and Tracking. C) Response time in the prediction 

motion task for each level of Step (2A, 2B, 4A and 4B). D) Response time in the 

change detection task as a function of Stimulus Array (Colour, Control, Form) and 

Tracking. Estimated marginal means and standard errors are shown from the 

accepted model. 

 

2.7 Discussion 

As well as determining what we see from tracking a moving object, 

pursuit eye movements influence where we allocate attention and what we 

perceive from the surrounding environment. Although voluntary and 

seemingly effortless, they require overt attention to process a visually-based 

error signal between the fovea and moving object, as well as the allocation of 

covert attention to other stimuli located at eccentric locations in the peripheral 

visual field. Depending on the object being pursued (Heinen et al., 2011) and 
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the demands on covert attention (Kerzel & Ziegler, 2005; Watamniuk & 

Heinen, 2015), there may be a deterioration in performance of pursuit eye 

movements or a secondary visual working-memory task. The potential for 

interference between competing attentional demands may be even greater 

when the pursuit task involves a transient occlusion (Jonikaitis et al., 2009), 

which increases the demand on predictive processes involving visual-spatial 

working memory. Here, a series of four studies was conducted that required 

a secondary change-detection task to be performed concurrently (experiments 

1-3) or consecutively (experiment 4) with a primary spatial prediction motion 

task. Borrowing from the work of Yue et al., (2017), the secondary task 

required participants to determine if there was a change between a cue and 

probe presentation in the spatial layout or colour of individual elements 

within a stimulus array. Spatial prediction motion required a judgement about 

the reappearance location of a transiently occluded moving object. Although 

pursuit eye movements were not recorded due to the use of an online testing 

platform, it was expected that spatial prediction motion would benefit from 

being instructed to pursue the moving object (Bennett et al., 2010). In a 

separate tracking condition, participants were instructed to pursue the moving 

object with their eyes and upper limb. This provided the opportunity to 

determine whether performance of the primary and/or secondary tasks is 

influenced by the presence of limb afference and efference, which is known 

to facilitate smooth pursuit of a moving object that undergoes a transient 

occlusion (Gauthier & Hofferer, 1976; Bennett et al., 2012). 

Consistent with previous work on spatial prediction motion (Bennett & 

Benguigui, 2016), across all studies judgments were least accurate and took 

longer to respond when the object reappeared with a small negative position 

step. The next most difficult reappearance location was a small positive step, 

whereas the two larger steps were consistently judged more quickly and 

accurately, often in excess of 96% correct. Reducing the magnitude of 

reappearance step in Study C (i.e., -1deg) reduced judgment accuracy 

compared to Studies A, B and D (i.e., -2deg). These findings are consistent 

with the suggestion that participants tend to underestimate object location 

along the occluded trajectory (Lyon & Waag, 1995; Tanaka et al., 2009), 
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which results in gaze being more closely aligned to an object that reappears 

just behind the moving object, thus making judgments more difficult (Bennett 

& Benguigui, 2016; Wexler & Klam, 2001). However, there was no reduction 

in judgment accuracy in Study B where there were 6 elements in the stimulus 

array of the secondary change-detection task compared to 4 elements in 

Studies A, C and D. Also, while there was some interactive influence of 

stimulus array of the secondary change-detection task in Study A, this was 

not present in the other 3 studies. Therefore, it would seem that performance 

of the primary spatial prediction motion task was not impaired by the 

demands placed on attention and working memory by the secondary change-

detection task. Similarly, there was some evidence of an interaction between 

Step and Tracking in Studies A, C and D, but there was no consistent oculo-

manual facilitation. Irrespective of tracking condition, participants still had 

more difficulty judging the reappearance location of an object that reappeared 

close but behind the correct location.  

The findings for the secondary change-detection task indicated across all 

studies that judgment accuracy was lowest for the form stimulus array and 

highest for the control stimulus array. Judgment accuracy did not appear to 

be associated with response time, which was in fact longest for the colour 

stimulus array. This may be indicative of a speed-accuracy relationship 

whereby participants took longer to achieve a high level of accuracy for the 

colour stimulus array. This could have been a consequence of processing both 

spatial configuration and colour of the elements in the stimulus array. For 

instance, Jiang et al., (2000) showed that the spatial configuration of elements 

in a stimulus array acts as an important source of relational information 

encoded in working memory, which then facilitates identification of a change 

in spatial location, colour or shape. The magnitude of reappearance step 

exerted some effect on change-detection accuracy but this was not consistent 

across studies. For example, there was no evidence that the increased 

difficulty of judging a reappearance just behind the true location was 

associated with worse performance of the secondary change-detection task. 

Similarly, while there some differences in judgement accuracy between the 

control, form and colour stimulus arrays in the ocular and oculo-manual 
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conditions, there was no evidence of oculo-manual facilitation. Together, 

these findings indicate that performance of the secondary change-detection 

task was not impaired by the demands placed on attention and working 

memory to extrapolate the occluded moving object of the primary spatial 

prediction task, nor was it enhanced by the presence of extra-retinal signals 

from upper limb movement. 

The finding that oculo-manual tracking did not facilitate performance of 

either the primary or secondary tasks was counter to initial expectations. 

Although upper limb movement was not recorded, meaning it is not possible 

to be sure that participants followed instructions, the finding of some 

interaction effects involving tracking condition would seem to suggest this 

was the case. A more plausible explanation is that participants were not given 

sufficient opportunity to develop a coupling between the object and upper 

limb motion, which then limited the sharing of information between ocular 

and motor control centres. Due to the nature of the online testing, participants 

were instructed to place their right hand on their desk to the right of the 

keyboard, and then to move their hand such that it matched the speed of the 

moving object. They were given familiarisation trials, but at no point were 

there provided with visual feedback on their display regarding the movement 

of the right hand relative to the object. As such, they may have experienced 

difficulty determining with accuracy if the upper limb movement was well 

matched to the discrete, short duration, externally-generated object motion of 

the spatial prediction motion task. Notably, oculo-manual facilitation in 

previous work was particularly evident when performing large amplitude 

(e.g., 20-40deg), cyclical upper limb movement in which the object to be 

tracked was attached to the finger of moving limb (Gauthier & Hofferer, 

1976; Gauthier et al., 1988; Vercher & Gauthier, 1988). Performing a less 

familiar coupling between eye and finger movements resulted in lower 

smooth pursuit gain (0.5) of a non-visible object than arm movements (0.7), 

which did not respond as well to training. That said, Mailoi et al., (2007) 

reported that simply holding the arm in a congruent postural configuration 

(i.e., pronated forearm) while performing pursuit eye movement results in 

active inhibition (i.e., reduced cortical excitability as determined by the 
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magnitude of MEPs) of the motor response. The authors concluded that 

pursuit of a moving object always entails a coordinated motor plan (i.e., 

common drive), which involves both eye and hand movements. The 

implication, therefore, is that more careful consideration of the impact of 

concurrent upper limb movement on attention-demanding tasks during 

pursuit eye movement is required. In addition, given that pursuit of an 

occluded object has been shown to involve several areas of prefrontal cortex 

(Lencer et al., 2004; Nagel et al., 2006; Ding et al., 2009), it will be relevant 

to determine if cortical activity in these areas is influenced by the difficulty 

of primary and secondary tasks performed during smooth pursuit, and 

whether the availability of extra-retinal input from upper limb mediates any 

effects. 

In the next chapter, a lab-based experiment will be presented that uses the 

same dual pursuit task as Study A in this chapter. As well as giving a more 

controlled environment, a combination of video-oculography (Eyelink 1000) 

and neurophysiological (fNIRS) devices was used to record eye movement 

and cortical activity. However, this combination of devices first required some 

subsidiary analysis, which are presented in Appendix I. This Appendix was 

focused on methods and was primarily aimed at determining, and then 

minimizing, the impact of IR light from video-oculography on the fNIRS 

signal recorded from PFC. The general recommendation from manufacturers 

of fNIRS devices is to cover the optode array in order to minimise the impact 

of ambient light or other near-infrared light sources. This approach was 

adopted by Urakawa et al., (2015) and Shi et al., (2020), who combined 

fNIRS measurement (using Shadzu OM3000 and NIRSportTM, respectively) 

with eye tracking measurement (Tobii X120 eye tracker and Tobii Pro VR 

integration, respectively). Although not empirically verified, NIRx report that 

the EyeLink 1000 eye tracker does not interfere with the signal from their 

NIRSport device. Accordingly, it was expected that covering the NIRS optode 

would not be necessary for the NIRsport2, and would minimise the potential 

noise induced within the Brainsight NIRS. 
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Chapter 3: Prefrontal cortex 

activity and functional organisation 

in dual-task ocular pursuit is 

affected by concurrent upper limb 

movement. 

 

This chapter, except for necessary changes to align with the thesis 

general formatting and the amendments requested by the examiners, is 

as published in Scientific Reports:  

 

 

Borot, L., Ogden, R., & Bennett, S. J. (2024). Prefrontal cortex activity and 

functional organisation in dual-task ocular pursuit is affected by concurrent 

upper limb movement. Scientific Reports, 14(1), 9996.
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3.1 Introduction 

Smooth pursuit and saccades are complementary but different 

functional outcomes of a similar cortico-ponto-cerebellar network (Krauzlis, 

2004; Ilg & Their, 2008). Together, they ensure that gaze, and hence overt 

attention, is directed towards the object of interest, thus facilitating the 

processing of high acuity input from the central visual field, while at the same 

time enabling covert attention to process low acuity input from the peripheral 

visual field; for the spatial extent of covert attention during smooth pursuit 

(see Lovejoy et al., 2009; Watamaniuk & Heinen, 2015; Chen et al., 2017). 

Importantly, smooth pursuit is not simply a reflexive response to retinal input 

(Robinson et al., 1986; Krauzlis & Lisberger, 1989) and often involves 

cognitive processes such as attention, working memory and prediction 

(Barnes, 2008). Consequently, smooth pursuit may involve similar neural 

resources as secondary tasks presented at peripheral locations that require 

visual-spatial (Kerzel & Ziegler, 2005) or colour (Makovski & Jiang, 2009; 

Yue et al., 2017) working memory.  

Specific areas of prefrontal cortex (PFC) are involved in the control of smooth 

pursuit, with activation varying between conditions where a moving object 

remains visible or is occluded. In the latter condition, participants exhibit a 

reduction in smooth pursuit velocity with the loss of retinal input (Becker & 

Fuchs, 1985), followed by an anticipatory increase if the object reappears 

(Bennett & Barnes, 2003; Churchland et al., 2003, Orban de Xivry et al., 

2006). This is associated with increased activation of dorsolateral prefrontal 

cortex (DLPFC) (Lencer et al., 2004), which exhibits a negative correlation 

with the reduction in smooth pursuit velocity (Nagel et al., 2006). Findings of 

increased bilateral DLPFC activation during occlusion have also been 

reported (Ding et al., 2009), although this was mediated by additional cues 

that influenced predictability of the occluded object trajectory. The authors 

suggested that activation of different areas of PFC during ocular pursuit 

depends on the requirement for higher-order cognitive processes. This is 

consistent with the areas of PFC (DLPFC, medial PFC ï MPFC) being 

differentially activated by demands on attention, working memory and 
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prediction (Schmid et al., 2001; Pierrot Deseilligny et al., 2003; Burke & 

Barnes, 2008).  

Here, we examined the impact of a secondary change-detection task (visual-

spatial or colour working memory) embedded within a spatial prediction 

motion task, on DLPFC and MPFC measured using functional Near InfraRed 

Spectroscopy (fNIRS). These two areas of PFC have been implicated in 

working memory and related executive functions (Braver & Bongiolatti, 

2002), and are involved in pursuit tasks (Nagel et al., 2006; Ding et al., 2009). 

Consistent with previous studies on prediction motion (Bennett & Benguigui, 

2016), we expected participants to exhibit a decrease in judgment accuracy 

when the object reappeared close but behind the correct location. For the 

secondary change-detection task, we expected a decrease in judgement 

accuracy as a function of demand on working memory. Moreover, we 

expected that the increased demand on working memory in the change-

detection task would result in changes in PFC activity and organisation. 

Extending previous imaging work described above, we required participants 

to pursue the moving object of the prediction motion task with eyes alone, or 

eyes and upper limb. Afferent and efferent signals from the upper limb have 

been shown to facilitate smooth pursuit (Koken & Erkelens, 1992), even 

when the moving object undergoes an occlusion (Gauthier & Hofferer, 1976; 

Bennett et al., 2012). Modelling of behavioural data indicates a sharing of 

afferent and efferent signals between the oculomotor and motor systems, 

which act interdependently to achieve the task goal (Vercher et al., 1997). 

Accordingly, we expected that smooth pursuit would benefit from concurrent 

and congruent upper limb movement. It is less clear, however, whether 

afferent and efferent signals from the upper limb would facilitate prediction 

motion (Wexler & Klam, 2001) and change-detection judgment accuracy. 

Investigating whether upper limb tracking mediates the demand on attention 

and working memory, and how this affects PFC activity and efficiency of 

organisation, could help in understanding cortical control of pursuit tasks that 

are representative of everyday behaviours (e.g. driving, handwriting, 

drawing). 
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3.2 Materials and Methods 

Participants 

Nineteen participants (10 males, 9 females) with a mean age of 26.9 (Ñ 4.6) 

years from the staff and student population of the host University took part in 

the study. All participants were right-handed and self-declared with normal or 

corrected vision and no neurological impairment. Participants provided 

written informed consent prior to participation in the study. The study 

received ethics clearance through the Liverpool John Moores University 

Research Ethics Committee (20/SPS/014), and was conducted in accordance 

with the ethical standards specified by the Declaration of Helsinki 2008. 

 

Task and Procedure 

Participants were invited to come to the laboratory to carry out a test session 

of about two hours. They were seated on a height-adjustable chair at a 

worktop, such that their eyes were 915mm away from a 24-inch LCD screen 

(ViewPixx EEG) operating at a resolution of 1280 x 1024 pixels and 100Hz 

refresh rate. The head was supported by a chin rest in order to minimize head 

movement (during blocks of experimental trials). An EyeLink 1000 (250Hz 

sampling rate) with remote optics was located beneath the lower edge of the 

LCD screen. Participantsô gaze location was calibrated relative to the LCD 

screen using a 9-point grid: for one participant the calibration could only be 

achieved using 3 equidistant horizontal points centred on the mid-point of the 

display. The task was verbally explained to participants, and they were given 

the opportunity to familiarise with the protocol by performing 8 randomly-

selected trials in both the ocular and oculo-manual tracking conditions before 

commencing the experimental phase of the study. 

Participants performed a novel, dual-task pursuit protocol that placed specific 

demands on visual-spatial and colour working memory (Figure 3.1). The 

stimulus was generated using the Cogent toolbox v1.33 in MatlabÈ 

(MATLAB R2013b, The MathWorks, USA). Each trial started with 6000ms 

fixation, where a cross was displayed at -8.5 degrees to the left of screen 
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centre (grey background). This coincided with the start location of object 

motion and ensured that participants did not have to relocate the eye before 

the start of each trial. The fixation cross then changed to a white circular 

object (0.5 degrees diameter) with a black dot at its centre. After 500ms, the 

object disappeared for 300ms and then reappeared moving horizontally to the 

right with a constant velocity of 4deg/s. After 600ms, the moving object 

disappeared for a random duration of 1700, 1800, 1900, 2000 or 2100ms, and 

then reappeared for a further 400ms. Importantly, the moving object 

reappeared on each trial with a position step that was -4, -2, +2 or +4 degrees 

from the correct position had the object continued to move with constant 

velocity. Participants were informed that their primary task was to judge 

whether the moving object reappeared behind or ahead of the correct location 

(i.e., prediction motion). This judgement had to be made within a 3000ms 

interval after the moving object reappeared and required participants to press 

the z (behind) or v (ahead) key of the computer keyboard with their left hand. 

During each trial, participants pursued the moving object with either the eyes 

alone (ocular condition, OC) or with the eyes and right upper limb (oculo-

manual condition, OM). For oculo-manual pursuit, movement of a stylus held 

in the right hand was measured with a Wacom A3 wide digitising tablet 

(250Hz), located between the participant and the LCD screen. The recorded 

x-axis position data of the hand-held stylus was scaled such that there was a 

1:1 gain relationship between movement on the tablet and movement of the 

object on the screen. In order to ensure a natural coupling, participants were 

made aware of the correspondence between their hand and the object 

movement, but no visual feedback was provided on the LCD screen. This 

should have helped participants focus attention on the object motion, as well 

as to minimise ongoing corrective movements that occur when vision on the 

hand and object are continuously available. 

For the secondary task, participants were required to judge whether there was 

a change in the form or colour between successive (cue and probe) 

presentations of a stationary stimulus array. Four squares (each 0.25deg) were 

initially presented for 500ms (cue) on the LCD display, centred to the spatial 

and temporal midpoint of the disappearance of the moving object. After 
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participants had given their response to the primary task, the four squares 

were presented again (probe) at a location coincident with the final position 

of the moving object (i.e., not the reappearance location). Participants were 

given 3000ms to judge whether the squares had changed form or colour 

between the cue and probe presentation by pressing the z (no change) or the 

v (change) key of the computer keyboard with their left hand. 

In the Form stimulus array, the four squares were each initially assigned an x 

and y location to coincide with the four corners of a larger square of 1 deg. 

Each of the four squares were then randomly shifted by -0.25, 0 or +0.25deg. 

For the probe presentation, the four squares were either assigned the same 

location or all were randomly shifted again by -0.25, 0 or +0.25deg. For the 

Colour stimulus array, the four squares were each assigned an x and y location 

to coincide with the four corners of a larger square of 1deg, and then randomly 

assigned a colour (red, magenta, blue and green) with no repetition. For the 

probe presentation, the four squares were either assigned the same colour or 

the colour of all four squares were randomly assigned a second time with no 

repetition. In the Control stimulus array, participants were informed that there 

would be no change between the cue and probe presentation of four back 

squares, which were each assigned an x and y location to coincide with the 

four corners of a larger square of 1deg. Having given their response to the 

secondary change-detection task, participants were presented with a rest 

period, adjusted according to the occlusion duration, during which time the 

grey screen remained blank between 6000ms and 6400ms. 
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Figure 3.1: Schematic diagram showing the timeline of a trial for the control stimulus 

array (enlarged examples of a form and colour stimulus array are shown within the 

circle to the right of the grey boxes). Nb. White arrow depicting direction of object 

motion and white broken line depicting occluded object trajectory were not visible 

to participants. 

 

 

There were 6 unique combinations of Stimulus Array (Control, Colour, Form) 

and Tracking (OC, OM), which were presented in a randomised block order. 

In blocks with the Control stimulus array, participants performed 24 

randomly-ordered trials, with 6 trials for each Position Step (-4, -2, +2, 

+4deg). For blocks with the Colour or Form stimulus array, there was a 

randomly-ordered change between cue and probe in 12 of the 24 trials. 

Position Step was interleaved in these blocks, such that there was an equal 

distribution for trials with a change or no change in the stimulus array. For 

each trial, we evaluated the judgement accuracy of both the primary and 

secondary tasks, as well as the response time for the secondary task. 


