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Abstract: It has been proposed that we are entering the age of postmortalism, where digital immortal-
ity is a credible option. The desire to overcome death has occupied humanity for centuries, and even
though biological immortality is still impossible, recent technological advances have enabled possible
eternal life in the metaverse. In palaeoanthropology and archaeology contexts, we are often driven
by our preoccupation with visualising and interacting with ancient populations, with the production
of facial depictions of people from the past enabling some interaction. New technologies and their
implementation, such as the use of Artificial Intelligence (AI), are profoundly transforming the ways
that images, videos, voices, and avatars of digital ancient humans are produced, manipulated, dis-
seminated, and viewed. As facial depiction practitioners, postmortalism crosses challenging ethical
territory around consent and representation. Should we create a postmortem avatar of someone
from past just because it is technically possible, and what are the implications of this kind of forced
immortality? This paper describes the history of the technologically mediated simulation of people,
discussing the benefits and flaws of each technological iteration. Recent applications of 4D digital
technology and AI to the fields of palaeoanthropological and historical facial depiction are discussed
in relation to the technical, aesthetic, and ethical challenges associated with this phenomenon.
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1. Introduction

The desire to overcome death has occupied humanity for centuries, with the earliest
fictional account in the Epic of Gilgamesh, an ancient Sumerian tale from c. 2100 BCE [1].
Even though biological immortality is still impossible, recent technological advances have
enabled possible eternal life in the metaverse as a postmortem avatar. This has been
proposed as the age of postmortalism [2].

1.1. Faces of People from the Past

Realistic representation after death is considered key to eternal life and our fascination
with the faces of people from the past is well documented [3–8]. Since facial appearance
is critical to human social interaction and status, it is inevitable that the faces of ancient
people stimulate particular interest, including judgements about their identity, personality,
and character [9]. Our human need to visualise the faces of our ancestors has led to the
proliferation of facial depiction exhibitions in museums around the world, including the
National Museum of Ireland [10], Heritage Malta [11], and Johns Hopkins Archaeological
Museum, USA [12]. The methods of facial depiction from human remains have been
evaluated and are well described as based on anatomical standards, craniometrics, and
morphological interpretation [5], and interdisciplinary studies have been performed world-
wide. In this way, facial depictions of people from the past, such as King Richard III [13],
Robert the Bruce [14], and Tutankhamun [15], have contributed to the changing views
of the media and the public in relation to historical figures. Palaeoanthropological and
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archaeological examples include the faces of neanderthals exhibited in the Neanderthal
Museum, Germany [16]; Cheddar Man [17], exhibited in the Natural History Museum in
the UK and dating from 10,000 years ago; and Otzi, the ice mummy [18], housed in the
South Tyrol Museum of Archaeology in Bolzano, Italy, and dating from 3350-3105 BC.

We have contributed over the last 30 years to research related to craniofacial identifica-
tion and the facial depiction of people from the past, and many examples of Face Lab work,
and the work of others, will be included in this perspective paper. This paper discusses
the history and context of the facial depiction of deceased individuals, the influence of
new technologies, and the ethical issues resulting from the creation of digital postmortem
avatars, with a specific focus on how this might affect the fields of palaeoanthropology and
archaeology. Examples from archaeology and history will expose some of the challenges
and opportunities, and contemporary examples will also be described where there could
be functional creep into ancient worlds.

1.2. Cognitive Bias, Re-Humanisation, Authenticity, and Impact on Descendent Communities

Advances in digital technologies have enabled the realistic depiction of ancient faces
using 3D computerised systems, haptic devices, 3D scanners, 3D printers, advanced photo-
editing, and CGI software. Many examples of these archaeological digital depictions can
be found presented in the media and on the internet, such as St Nicolas [19] (Figure 1) and
the ancient Egyptian pharaoh, King Ramesses II [20] (Figure 1), and displayed across the
Galleries, Libraries, Archives, and Museums (GLAM) and heritage sectors.
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Figure 1. Digital facial depictions of St Nicolas (left) and the ancient Egyptian pharaoh, Ramesses II (right).

However, there are challenges associated with these highly realistic facial depictions.
Whilst craniofacial research has shown good accuracy in relation to the prediction of
facial features from skull morphology [21,22], the addition of colour, texture, and detail
is notoriously unreliable [9]. Research suggests that different surface details can have
an alarmingly strong effect upon how the face is perceived and recognised [23–25], and
any variation in surface detail can radically change the appearance of facial morphology,
especially in relation to age, gender, or ethnicity presentation. Many depictions of ancient
people have been controversial and widely debated due to the changing views around
race [26–29], gender [30], and culture [31]. The ethics associated with bias, colonisation,
and gender representation have been discussed in the bioanthropology literature [9].

Since it is recognised [32] that the primary goal of the facial depiction of people from
the past is humanistic, re-socialising and re-personifying hyper-realistic models and images
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have become commonplace, suggesting a preference for the visualisation of the individual
as a living, breathing person. One research study [33] analysed 192 facial depictions in
71 institutions across Europe and found that the depictions considered the most believable
were the ones with the highest degree of ’finish’, even though this level of detail may not
be scientifically justifiable with many possible other interpretations.

The effect of cognitive bias on facial depiction presentation has recently been de-
bated [9,34] with calls for the clarification of potential error, possible variation, and degree
of caution [35]. The choices made by practitioners for the presentation of facial depictions
are critical to their interpretation, as it is known that display parameters such as viewpoint,
pose, and background can misrepresent an individual by imparting personality and status.
This effect is conflated once the parameters for presentation are increased, such as the addi-
tion of static and dynamic expression, gesture, and speech. Certain presentation choices,
such as the addition of clothing and styled hair, can be more easily justified in historical
applications where there are written documents on appearance or portraits to assist with
decision making, but challenges arise when working with ancient individuals where these
supporting materials are not available. Further consideration must be given to how these
factors might impart personality or character and affect our perception of the subject.

Many facial depictions represent ancient populations and raise questions relating to
authenticity, Eurocentric colonialism, and past biases on how we conduct and interpret
science, along with the issue of consent of descendent communities. In 2018, the authors of
this paper produced archaeological facial depictions of two ancient Egyptians for a project
at Johns Hopkins Archaeological Museum [12] that resulted in an exhibition titled Who
Am I? Remembering the Dead Through Facial Reconstruction (Figure 2). The project aimed
to re-humanise the bodies of two mummified people, known as the Goucher Mummy
and the Cohen Mummy, named after their respective collectors, Methodist minister John
Goucher and Colonel Mendes Israel Cohen, who attempted to unwrap the remains for
display in travelling exhibitions. Throughout the project, the team remained focused on
a goal of considered re-humanisation, resulting in 3D depictions with specific display
parameters: presented forward facing, with neutral expression, against a dark background,
and in grayscale with blurred unknown features, such as hair, to limit the suggestion of
undetermined information. The facial depiction of these ancient humans can prevent the
viewer from classifying them as museum objects or artefacts, and researchers [7] believe
that a facial depiction creates audience empathy for the subject. But do they go far enough,
or too far in breathing life into the individuals? The technology is available to present these
faces in a more realistic manner and even for their faces to move; however, the curator of the
museum, Sanchita Balachandran, noted [12] “if you do an intervention, what do you gain
from that? And what do you potentially lose in terms of one’s integrity and encroaching on
the dignity of these individuals?”. These depictions are the result of considered decision
making, but this process is not always obvious to public audiences who often see the
depictions for a short duration in exhibitions or via social media, who might view these as
sensational and unnecessary or ways of asserting colonial privilege rather than an act of
dignified re-humanisation.

Some interdisciplinary studies have attempted to overcome facial depiction biases
through co-design and engagement with indigenous populations and descendent com-
munities, the employment of local researchers, and the use of more relevant visual ref-
erences. The Face Lab projects, The Sutherland Nine Skeletal Restitution project from
South Africa [36] and the 2018 Quest for Ancestral Faces project and exhibition [37,38] in El
Museo Canario, Las Palmas de Gran Canaria, are examples of this community-sensitive
and inclusive research. The Sutherland Nine project involved unethically collected, 19th
century human remains from a university anatomy department that were returned to
the descendent community with facial depictions that were specifically requested by the
families, utilising images from a 19th century database of people from this part of the
world. The descendant families described the process as helping them to reconnect with
their ancestors, and this project aimed to contribute to restorative justice, reconciliation,
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and healing while confronting a traumatic historical moment [39]. The Canarian project
involved fifty facial depictions of ancient indigenous human remains from the museum
skeletal collection, exhibited alongside fifty photographic portraits of contemporary Ca-
narians. This project included a Canarian researcher working within the UK Face Lab team
and collaboration with a local ethnographic photographer.
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However, the use of facial depiction in palaeoanthropological exhibitions or media
presentations has been criticised due to the largely interpretative nature of anatomic and
phenotypic characterisation for early hominids [3,9,40], and researchers suggest that these
interpretations rely on flawed assumptions informed by previous racist dogma. For exam-
ple, hominid anatomy is often assumed to be similar to non-human primates, and cultural
beliefs may clash with the depiction of skin colour in ancient populations. Some researchers
claim that “very little effort is made to produce reconstructions that are substantiated by
strong empirical science” [40], whilst noting that there are immense pressures on muse-
ums or the media to produce exciting exhibits that attract large audiences, and this may
constrain the presentation of potential errors, caution, or variation.

The temptation to animate these digital facial depictions of historical and ancient
humans is often mitigated by moral and ethical observations; however, similar to the
desire to present realistic faces for museum settings, there is always a desire for them to do
more—to move and speak, which could imply particular characteristics or personalities.
We can even place them in a variety of virtual environments for interaction, which might
differ widely from their lived locations. These options mean that there is the increased
possibility of misrepresentation of the individual in life by fostering new narratives. But is
this a concern? Do they still function as a facial depiction, or have they been transformed?
Is our perception of these representations of individuals as living, breathing proxies altered
as a function of their realism?
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As practitioners, we recognise that it is a privilege to be able to create digital facial
depictions of people from the past for a public audience. Although it is technically possible
to create and manipulate these digital humans, what are the implications of new and
emerging technologies that further enhance the realism and ‘human-ness’ of the depiction
toward digital immortality? Will these digital humans transcend to become postmortem
avatars that ‘exist’ in the metaverse (a range of technologies that allow users to interact
with virtual worlds, virtual objects, and each other [41]) or a museum exhibition forever?
What are the implications of this kind of forced immortality?

2. The Rise of the Post-Mortem Avatar
2.1. Humanoid Robots and Animatronics

The four-dimensional simulation of people from the past has been of interest for
decades. Whilst human-like machines were documented in the 15th century [42], the
earliest example of the animation of a historical figure was the moving and talking Abraham
Lincoln [43] (Figure 3) developed by the animatronics master, Garner Holt, and presented
by Disney at the 1964 New York World’s Fair [44] and at Disneyland since 1965. An updated
version of Lincoln was revealed in 2017, with over 50 electrically actuated motions and
interactive controls [45].
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However, animatronic/robotic historical figures are beyond the budget of most of
the GLAM and heritage sectors and tend to be presented at high-end exhibitions or enter-
tainment venues, such as Disneyland or Madame Tussauds. Animatronics are also time
consuming and resource heavy, and they require skilled artists or engineers, known at
Disney as ‘imagineers’. In addition, these robotic figures often suffer from a phenomenon
described in 1970 by Masahiro Mori, a robotics professor at the Tokyo Institute of Technol-
ogy, as ‘the uncanny valley’—a sudden lost sense of affinity or eeriness created when a
human robot almost, but not quite, achieves a lifelike appearance [46]. That is, as human
likeness increases, our affinity also increases to a threshold, whereafter subtle deviations
from human appearance and behaviour produce a disturbing, eery, and disgusting ef-
fect [47,48]. Research using humanoid robots supports this concept [49,50], and the most
recent humanoid robots launched by Disney still provoked an eery response from the
audience [51].

2.2. Animation of Virtual People

The earliest work with computer-based facial expression was carried out in the early-
1970s, and the first three-dimensional facial animation was created in 1972 [52]. The
early-1980s saw the development of the first muscle-controlled face model, and the 1985
animated short film Tony de Peltrie was a landmark for facial animation [53]. Great strides
have been made in this field, especially in recent years, and fully animated realistic human
characters have been produced since the early 2000s [54]. However, digital animation is time
consuming and requires specialist resources and highly skilled animators. Nonetheless,
some museums have invested in animated digital facial depictions to enhance their public
engagement with history. The first documented is the talking Bronze Age Gristhorpe
Man [55,56], at the Rotunda Museum in Scarborough, UK, followed by a digital exhibit at
the Canadian Museum of History depicting a living, breathing, indigenous family from
4000 years ago [57], and the greyscale, blinking, elderly depiction of an ancient indigenous
Canarian exhibited in El Museo Canario, Las Palmas de Gran Canaria [37]. The former is a
more basic animation with a digital voice estimated from the oral structure of the Gristhorpe
Man, and the latter examples demonstrate minimal movement and facial expression that
suggest life but not personality. These exhibits are visually arresting and offer a level of
re-humanisation beyond the limits of static depiction. The realistic facial configurations and
expressions have a neurocognitive impact, stimulating unconscious processes of familiarity
that enable the audience to identify with, compare themselves to, and critically review
the subjects.

However, animated digital faces have also suffered from the uncanny valley effect [47,58],
and some of this uncanniness is thought to be related to the inability of avatars (robots or
digital avatars) to replicate the finer details of real human facial movement [59], such as
microexpressions, changes in skin microvascularity, and rapid micromotion. In the past,
researchers [60] found that even fully and expertly animated avatars were rated as more
uncanny than humans, and avoiding the uncanny valley was thought to require the unlikely
achievement of a level of hyper-realism so convincing as to be virtually indistinguishable
from actual human form.

2.3. Performance-Driven Avatars

Motion capture, later renamed as ‘performance capture’ by the film director James
Cameron, has long been utilised in the movie industry, where Robert Zemeckis and Andy
Serkis [61] have pioneered the use of actors to drive digitally created characters. Typically,
these characters are animated using blend-shape animation, a technique that creates facial
expression by animating between a series of sculpted templates. Mihailova [62] claims that,
strictly speaking, motion capture should not be credited for this aspect of film characters,
since the character’s face is a fully digital creation. However, the animators use video
footage of the actor’s performance as a reference for facial expression [63] and design
the character to closely resemble the actor in facial structure, so computer-generated
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muscles can replicate facial expressions realistically [64] The CGI company, Weta Digital,
further developed a face rig to capture the facial expressions of actors on set, reducing and
enhancing the additional animation processes [65] for film production.

Visual effects supervisor, Guy Williams, explained in relation to the computer-generated
younger version of the actor, Will Smith, in Ang Lee’s 2019 film, Gemini Man, “At the
beginning of this, I thought the hardest thing would be to make a compelling digital human
being; but we got there pretty readily. The greater challenge involved performance. The
animation is where this lived or died. If any shape in the animation was off, if any transi-
tion of shapes was even slightly off, the entire thing fell apart” [66]. This lifelike virtual
human had overcome the uncanny valley, but revulsion was triggered when flaws in facial
expression prevented the audience from seeing this as a real person [67].

The subtle difference between simply capturing movement versus capturing perfor-
mance is the granular level of detail transferred between actor and digital human. Weta
Visual Effects Supervisor, Anders Langlands, stated that “even a fraction of a pixel change
in the expression, particularly around the eyes, can completely change the way you perceive
the character” [68]. Actors are applauded for their performances as fictional characters
through performance capture where their acting ability drives the movements and expres-
sions of the digital avatars. However, when the subject is a real historical figure, the facial
expressions that are captured and transferred refer back to the contemporary actor [68].
This layered ‘personhood’ presents issues relating to the misrepresentation of people from
the past where the aim is to depict the person as an individual not an actor playing that
person as a character. Any authenticity or legitimacy of the deceased person could be
compromised. This has implications if digital humans ‘live’ in accessible perpetuity where
they can be hacked, used as puppets, or later re-purposed to say and do anything, including
verbal abuse or information beyond their time in history.

In spite of this, performance capture techniques have been adopted for the anima-
tion of faces of people from the past. In 2018, Imaginarium Productions worked with
human evolution expert, Professor Chris Stringer, and forensic artist, Dr Chris Rynn, to
create a 3D animated avatar of a Neanderthal for the BBC2 series, ‘Neanderthals: Meet
Your Ancestors’ [69]. Ned the Neanderthal’s voice and expression were performed by
Andy Serkis and transferred to facial depiction by the performance capture team. Another
example includes the 4D portrait of Robert Burns (Figure 4), created by the authors of
this paper [70], where the expression, voice, and movement of Scots poet, Rab Wilson,
were transferred onto the 3D facial depiction (created from a cast of his skull) to pro-
duce a digital simulation of Burns reading one of his own poems [71]. Although these
4D transfer techniques are innovative and visually stimulating, they are also time con-
suming, including the use of expensive and resource-heavy equipment and the necessary
additional input of animators. Furthermore, facial morphology and dental patterns dic-
tate facial movement and, as such, any performance transfer from an actor may result
in movement that is not congruent with the morphology of the facial depiction. As the
creators of the Burns animation, we note that residual characteristic movement of the
actor can be seen in the final animation due to inconsistencies between the morphologies.
The question of authenticity of palaeoanthropological or archaeological facial depiction
arises when 4D elements are introduced into the process that may influence or override
anatomical accuracy.



Heritage 2024, 7 7195Heritage 2024, 7 7195 
 

 

 
Figure 4. Stills of the talking head of Robert Burns. A 3D digital facial depiction of the Scottish poet 
driven by performance transfer. 
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3. The Impact of Artificial Intelligence (AI)
3.1. Deepfake Technology

‘Deepfake’ is a term derived from ‘deep learning’ and ‘fake’ and is typically used to
refer to an image or video of someone that has been created, altered, or manipulated using
AI in a way that makes the fabricated media look authentic [72]. In recent years, AI has
been applied to digital avatars to create realistic human facial expressions and movement
by artificially generating or manipulating image, audio, and video content. Synthetic media
is highly believable and realistic, so much so that we are no longer able to trust that what
we see or hear is genuine. Smartphones are equipped with cameras and image processing
technology that transform every image into machine-legible data. Internet giants such
as Google and Facebook, along with government agencies and private companies, have
developed machine vision systems, such as Generative Adversarial Networks (GAN), so
that any networked digital image may be analysed and manipulated, turning the metaverse
into a vast data-mining field [67,68]. Human facial biometrics, behaviour, and expressions
can be identified, labelled, stored, and processed to enable AI image transformation or
creation based on these learnt patterns of facial expression, behaviour, and appearance. This
AI can then be utilised for a wide variety of purposes: from surveillance to policing, from
marketing to advertising, from avatars to robots, and from entertainment to heritage. Digital
image transformation can take many forms [73], including producing 3D face models from
2D images [74,75]; predicting a face as a different age, gender, BMI, population group, or
historical era [76]; face editing [77]; animating a still facial image in a highly realistic way; or
adding colour and improving definition for black and white images or video [78]. Examples
range from slight enhancement, such as film restoration [79], to complete fabrication, such
as AI-generated face images of fictional characters [80]. Deepfake technology relies on
training GAN architectures to superimpose data on an original image or video to alter it.
Machine learning techniques can be applied to constantly evolve and improve images or
videos, creating ever more convincing synthesised media [81] that are indistinguishable
from reality. A recent study found that we are not able to discern real faces from fake ones
and GAN-generated faces are even rated as more trustworthy than real human faces [82].
Deepfake technology can also be used in the palaeoanthropology and archaeology sectors
to add facial expression, movement, and voice to static imagery.

AI, such as the online tool Deep Nostalgia™, promises to overcome mortality by
turning personal photographs of deceased relatives into looped animations that smile, blink,
and move [83]. Due to these developments, the era of pure photography is disappearing, to
be replaced by the era of computer-generated photography, including the transformation
of still images into moving images [84]. In creating moving images, AI Deep Nostalgia™
analyses the sample image/s and uses complex neural networks and machine deep learning
to recognise a face [85] and then combines it with an AI system that already has authentic
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movement patterns, such as gestures and natural human movements [86] created from
millions of uploaded video content. The resulting looped animations of single headshots
are relatively unsophisticated, only allowing for simplistic movements, such as blinking,
nodding, or smiling. The AI Deep Nostalgia™ app takes about 20 s to process still faces into
moving faces, which has been a game changer for basic 2D face animation. The launch of
AI Deep Nostalgia™ provoked a strong public reaction, with over 106 million animations,
96 million of them created in the first year [87]. At the time of the Deep Nostalgia™ launch,
MyHeritage stated that the resulting avatars were controversial, with some people finding
them magical, whilst others found them creepy [88].

Inevitably, these AI systems have also been utilised to create gesture and expres-
sion in facial depictions of ancient people. Notable archaeological examples include the
2024 Perth Museum exhibition of expressive Scottish faces reconstructed from archaeo-
logical remains by the craniofacial expert Dr Chris Rynn [89] and the animated face of
a Viking man from the St Brice’s Day Massacre in Oxford in 1002 [90]. These exhibits
present in a similar way to other forms of facial depiction animation, through engaging
re-humanisation with neurocognitive impact, but occasionally they appear eery or uncanny
when the app struggles with some hair and facial hair, dental patterns, and non-frontal
angles, creating visual artefacts, wobble, and distortion. This is explained as being due
to AI learning processes that require a variety of layer classifications on different pho-
tographs to produce an accurate output [91], producing photo-processing that is slightly
different from the original photograph when the photographic sample consists of only one
photo layer.

In addition, structural errors have been noted with AI Deep Nostalgia™. Researchers [84]
found that the moving faces had slightly different structures and proportions when compared
to the original photograph, and this is problematic for facial depictions that are based on
the morphology of the craniofacial complex. Most importantly, the gestures and expression
patterns are ‘learned’ from contemporary social media content, and even though AI Deep
Nostalgia™ only offers simple motion, the gestures and expressions created are heavily
influenced by contemporary ‘selfie-style’ poses and expressions. This is especially noticeable
for women, where there appears to be a gender bias in the animation process, creating
more passive, coy, and enigmatic expressions for women than men. The AI systems based
on contemporary social media content may not, therefore, be wholly appropriate for the
depiction of ancient faces in a palaeoanthropological or archaeological context.

3.2. Ghostbots and Chatbots

Contemporary postmortem avatars or replicas have become known as ‘ghostbots’ [92].
Ghostbots are described as having potential beyond entertainment in terms of historic
preservation, education, and digital archiving [93]. The most high-profile historical ghostbot
was presented in 2019 at the Dalí Museum in St Petersburg, Florida, as a talking, life-size
avatar of the deceased artist, Salvador Dalí [93]. This project used more than 6000 frames of
filmed interviews and AI generated matching facial expressions that were embedded over
footage of an actor with Dalí’s body proportions in combination with an actor’s imitation of
Dalí’s distinctive voice [94]. This screen-based postmortem avatar interacts with museum
visitors, allowing them to pose with him for a selfie [95]. The museum aimed to create
empathy through this avatar and bring Dalí into the context of modern life. This example
utilises real footage of the subject in life, and this is, of course, not possible in the fields
of archaeology or palaeoanthropology. However, with the increased exposition of digital
postmortem avatars, there is increased audience expectation in relation to this kind of
individual visualisation.
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Along with realistic facial appearance, AI systems have been employed to create
‘authentic’ responses for deceased individuals, and there is the potential for this to be
used in palaeoanthropology and archaeology fields. Researchers [96] describe these AI
processes for the contemporary deceased as digital resurrection (or ‘grief tech’), integrating
comprehensive datasets of the diaries, images, video, written text, and social context related
to a historical figure to create an interactive avatar platform reflecting their personalised
responses. These AI-powered interactive avatars simulate deceased [97] individuals based
on their ‘digital estates’ [98], including images, voicemails, playlists, instant messaging data,
image archives, health and fitness profiles, interest libraries, and social media posts [99,100],
and predict their responses to social interaction with the living. These avatars are described
as providing virtual immortality, and research suggests that while people do not necessarily
believe in an afterlife, they accept the possibility of a continued posthumous relationship [101].
Two-way postmortem digital technologies, like those based on ghostbots and AI-operating
avatars, invite the continuous presence of the dead into the daily life of the living [101].

Digital estates can include copies of historical archives from periods of time before
the origination of the digital world, and AI technology has opened the door to the world
of historical ghostbots that respond and communicate ‘in the style of’ the original person.
Thanks to recent advancements in AI language models, these chatbots do not just text
back canned responses; they are able to present dynamic, longform, natural language
conversations on many subjects [102]. Whilst most current ghostbots involve text, audio,
or basic animations of well-known historical figures, there appears to be great potential
for the creation of realistic 3D digital avatars where archival online content can be utilised
alongside postmortem depictions. It is possible to create a digital avatar of a historical
figure that can interact with the audience in as authentic a way as possible. Conversations
with historical avatars, such as King Richard III, Mary Queen of Scots, or Robert the Bruce,
are likely to become commonplace in the GLAM and heritage sectors.

However, archival material for palaeoanthropological or archaeological subjects is
limited in comparison to modern digital estates and, in order to fill a gap in knowledge,
assumptions and inferences will inevitably be made in relation to the personality and
knowledge of the subject. In this way, generative AI tools may create convincing repre-
sentations but sometimes may invent stories or memories that never happened, produce
misinformation, and provide less convincing performances over longer conversations [51].
AI-driven ghostbots may therefore create inaccurate representations and, in a museum or
internet setting, there is unlikely to be much discussion around their reliability.

3.3. AI-Powered MetaHumans

The most recent advance in the digital avatar field has been the combined imple-
mentation of AI to create realistic human expression, movement, and voice and machine
learning to create realistic digital humans. These advances have also enabled the addition of
more authentic facial expression and voice through performance capture and an AI-driven
animation platform.

In 2021, Epic Games revealed MetaHuman Creator [103], a new, freely available
browser-based or plugin AI app for the creation of digital avatars through an intuitive
workflow [104], using the UnReal Engine 4.26 platform. Until then, 3D content creation was
one of the most arduous tasks in constructing truly convincing digital humans. Even the
most experienced artists required significant amounts of time, effort, and equipment, just
for one character. MetaHuman Creator allows even an inexperienced non-artist to create a
bespoke photorealistic digital human, fully rigged and complete with hair and clothing,
in a matter of minutes. Each MetaHuman can vary in geometry and texture complexity,
and users have the ability to edit a range of presets, from skin and eye colours, to nose
shape and dentition pattern, to the manipulation of strand-based hair. The presets are
based on scans of real people, allowing for a multitude of plausible adjustments to the
appearance of the MetaHuman. Each MetaHuman delivers AI-generated facial expressions
and movement and has a full facial and body rig for animation, with the complexity of
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these rigs also varying across the different levels of detail. MetaHuman Creator can be
used in combination with motion capture and animation technology to create realistic
movements for video games, movies, television, and other standard human–computer
interfaces. These high-fidelity MetaHuman avatars (Figure 5) have been studied using
audience perception ratings; researchers [105,106] found that high-fidelity avatars were
considered more human, happy, and attractive, whilst low-fidelity avatars were considered
more eery and sad. A previous study [107] also found that photorealism enhanced virtual
reality, with higher levels of appeal and empathy than recorded with avatars depicting low
levels of realism.
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One study [108] found that MetaHuman faces were able to trigger most of the major
responses related to face detection, identification, reading, and agency in a significantly
different way to previous computer-generated faces. This study suggested that MetaHuman
faces “constitute, from an academic standpoint, a different type of artificial face characterized
by a qualitatively superior effect of reality”. These qualities were described as:

1. Geometrical accuracy from the perspective of the neurocognitive impact of facial
configurations and expressions;

2. Unconscious cognitive processes of familiarity due to the database’s diversity;
3. High-density information granting semantic ambiguity and communicative complexity;
4. Fundamental temporality, reflecting the impossibility of reducing faces to a simple

one-dimensional item.

This technology can also be utilised to create 3D digital avatars directly from 3D scan
models of living people or from 3D facial depiction models of deceased people (see Figure 6)
using the Mesh to MetaHuman plugin for UnReal Engine that enables “users to turn a
custom mesh created by scanning, sculpting, or traditional modelling into a fully rigged
MetaHuman” [109].

In turn, the motion of these avatars can be driven in real time using MetaHuman
Animator in UnReal Engine [110], a feature set that enables users to capture an actor’s
performance using an iPhone or stereo head-mounted camera system (HMC) and apply
it as high-fidelity facial animation on any MetaHuman character, without the need for
manual intervention. The application of this within the world of history and archaeology is
significant; these technologies enable a more streamlined and less resource-heavy process
for the creation of responsive avatars and, when utilised in combination with 3D digital
facial depiction from human remains, unlimited opportunities are offered for the depiction
of and interaction with historical figures and ancient peoples, including in the metaverse.

Current historical or archaeological postmortem avatar research often involves a team
of academics from a variety of fields to authentically represent facial appearance along with
speech, language, status, gender, and performance based on scientific evidence. In 2024, a
team of interdisciplinary experts, including the authors of this paper, collaborated to produce
a digital avatar of the English king Richard III based on a 3D digital facial reconstruction
from his skull [111,112]. The team included a voice coach, Yvonne Morley-Chisholm, and
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a linguist specialising in original pronunciation, Professor David Crystal, and together they
utilised research around accents relating to his status and life experience in order to train an
actor, Thomas Dennis, to read one of his letters. The team aimed for this to be as authentic
as possible using evidence-based interpretation, with Richard’s own words, his most likely
accent, and the pronunciation originating from this period in British history.
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Figure 6. Facial depiction of female remains (dated 774–993 AD) recovered from Saint Peter’s Abbey,
Ghent, Belgium. Close-up view on right. The facial depiction process involved the use of Mesh
to MetaHuman to import a 3D facial reconstruction face model into MetaHuman Creator to add
textures, including skin and eye colours. Clothing and hair were produced separately in Autodesk
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The technical process involved the creation of a digital 3D avatar of King Richard
III using the 3D facial reconstruction model, the Mesh to MetaHuman plugin, and the
MetaHuman Creator plugin, plus the creation of a digital 3D avatar of the actor from video
recordings of his face at multiple angles and speaking many different voice sounds using
the same plugins. Further collection of video and voice recordings of the actor reading
Richard III’s speech enabled the transfer of the actor’s facial movements and speech from
his digital avatar to the digital avatar of King Richard III (see Figure 7). The use of an
actor with similar facial proportions to King Richard III facilitated the performance transfer
and the addition of medieval clothing, crown, and hairstyle created using CGI software
(Substance Painter and Maya) provided visual authenticity.

The issues around the authenticity of digital avatars may become more significant
when related to palaeoanthropology since there is no similar level of evidence from this
time period. This AI-based technology (MetaHuman Creator and UnReal Engine) has
already been utilised within the palaeoanthropology world to create an interactive digital
model of the 10,000-year-old face of a prehistoric shaman from the Lepenski Vir settlement
in Serbia. The project was unveiled at the 2020 Dubai Expo, where visitors were able
to capture their own facial movements via iPhone and drive the facial expression of the
digital shaman on screen in real-time animation (see Figure 8). In this way, the digital
human interacted with a live audience [113]. Whilst this virtual experience proved to be
groundbreaking and exciting, the authenticity of these contemporary facial expressions
on an ancient person was not interrogated. The interpretation of facial appearance for our
human ancestors has always been based on anatomical assumptions and whilst it is unclear
whether or not our human ancestors had the physical possibility of speech, there is evidence
of the anatomical ability to make sounds [114]. However, there is contemporary evidence
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of cultural differences in human facial expression across the global population [115–117],
suggesting that universal evolution of facial expression is unlikely. Therefore, we cannot
assume that ancient people shared our facial gestures or social interaction responses. Since
these palaeoanthropology or archaeological depictions are presented in the GLAM sector
as scientific visualisations, our navigation of facial expression presentation requires more
effort to produce depictions that are justified by strong scientific evidence.
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Figure 7. Performance capture and transfer—Richard III’s digital avatar (left), actor (centre), and the
actor’s digital avatar (right).
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Further complicating the use of MetaHumans for the depiction of palaeoanthropologi-
cal individuals is the open-source nature of the technologies. Currently they are free for all,
and while researchers collaborate to produce avatars of individuals from the past based on
available evidence, the ease at which an avatar can be created and then powered by AI in
the metaverse presents unknown complexities and potential misuses.

It is now possible to combine MetaHumans with AI to create MetaHuman chatbots.
Newer gaming plugins for UnReal Engine have emerged that allow any digital creator with
access to the software an opportunity to generate MetaHumans as playable and non-player
characters, which can be imported into metaverses, such as Epic Games’ Fortnite, and can
respond to players using AI. Convai [118], for example, enables non-player characters to
“converse naturally with players via text or voice and can carry out advanced actions as
an enemy, companion, or filler bot” [119] using a process of speech-to-text, text prompt
to LLM (Large Language Model—AI designed to understand, generate, and interact with
human language), LLM response, and then text-to-speech and audio-to-face with blend-
shape animations. When Convai is combined with a MetaHuman via an UnReal plugin,
the digital avatar can ‘naturally’ provide context-aware responsiveness and undertake
two-way interactions with living people in a convincing manner [119]. This pioneering
combination of AI-enabled MetaHumans creates seemingly more advanced interactions
between humans and MetaHumans than the Stone Age shaman avatar, but the same issues
in relation to authenticity and scientific backing are further amplified. While this creates
exciting opportunities for users to interact with palaeoanthropological and archaeological
avatars in the metaverse, it is also fraught with possible moral and ethical repercussions
where the ancient individual’s status changes to an AI-powered ‘puppet’ that can complete
unfathomable actions, say anything, die repeatedly, or live forever in the metaverse.

The impact of these advances for the facial depiction of ancient people in the wider
cultural heritage sector are currently unknown, but are we more likely to pursue the
production of AI-enabled digital postmortem avatars over other modalities, and what
challenges will this bring? In combination, the use of AI-powered MetaHumans presents
widened opportunities for digitally interactive and voice-enabled human avatars, but
this may have critical challenges specifically within the sphere of palaeoanthropology
and archaeology.

4. Ethical Challenges for Postmortalism in Cultural Heritage

As the GLAM and heritage sectors adopt deepfake technology and realistic digital
avatars of people from the past, they tend to largely gloss over any moral or ideological
challenges posed by such expositions, whilst the press often emphasises the capacity to
digitally “resurrect” the deceased without critically reviewing its complicated relationship
with authenticity and uncanniness [120]. The ethical issues around the method and appli-
cation of digital avatars relate to different understandings of embodiment, rights, selfhood,
and agency [121]. Commentators [122] argue in favour of using postmortem avatars for
knowledge transfer in the GLAM and heritage sectors and state that these projects have
the potential to become a key driving force toward the public’s acceptance of this deepfake
technology. Whilst there has been some discussion around the under-representation of
digital avatars of black and brown people, especially in the film industry [60], there has not
been any meaningful discussion around the related authenticity of palaeoanthropology or
archaeology avatars.

There are many examples of the bias inherent in AI systems [123–127] creating a
serious problem for the deployment of such technology, as the resulting models might
perform poorly on populations that are minorities within the training set, ultimately
presenting higher risks to these populations [128]. For example, gender and racial bias
can become exposed through stereotypical imagery [129,130] and limited representation.
This presents significant challenges in the fields of ancient archaeology, where there is
limited reference material, and the use of AI may exacerbate any existing systemic racism,
gender misattribution, or cultural incompetence. In addition, where performance transfer
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is utilised for subjects in palaeoanthropology, this includes 21st century actors representing
early hominids, and without scientific evidence of voice, movement, and expression, this is
little more than theatre.

The ethical issues surrounding postmortem avatars or ghostbots are currently under
debate, with calls for new solutions to protect the memory of the deceased [59,131]. These
authors note that whilst the law provides redress for any mental and emotional harm
caused by deepfakes, this excludes the deceased, and these mental and emotional injuries
do not include injury to human dignity or legacy. There is no legal redress for postmortem
harm, because only living persons can experience harm, and relatives have no actionable
claim against a tarnished reputation for the dead relative, as such suits may not be asserted
by proxy. In light of this, some researchers [59] have proposed ‘do not bot me’ clauses
in personal wills. One recent US survey [132] found that 58% of respondents viewed
digital resurrection as socially acceptable if the deceased provided consent, as opposed
to only 3% when the deceased had dissented. They also found that 59% of respondents
were against the idea of their own digital resurrection. This creates a challenge for the
heritage and museum sectors, as there is clear public concern around subject consent in the
creation of digital postmortem avatars. However, the audience figures recorded for the Dalí
Museum [133] after the launch of the digital Dalí exhibit suggest that the public are less
concerned when this is applied to heritage cases. The role of the museum is currently under
evaluation, as the GLAM sector recognises the need for adaption to serve communities
in new ways, described [134] as a transformational shift from knowledge transfer to
knowledge exchange. Whilst there is undeniable public interest in the implementation of
postmortem avatars in museum spaces, without simultaneous consideration of the ethical
challenges associated with personal consent and human rights, such applications risk
maintaining the hegemonic structures that have persisted for decades. Navigating the path
between innovation and cultural competence may facilitate exactly the kind of change
required to provide educational advantage in the museum sector.

Artists and practitioners who are commissioned to create simulations of ancient people
for museums or the media tend to be highly skilled, but this sector can be a competitive field.
If the GLAM and media sectors are more concerned with making science exciting, these
practitioners can forget their underlying mission to disseminate and contribute to scientific
knowledge. Researchers [3,8,40] claim that there is a moral and ethical responsibility and
accountability to this work, as it is consumed by the public for scientific understanding.
Some researchers [40] state that “artists who purport to facilitate the dissemination of
scientific material, whose works are also hosted by renowned institutions of learning, are
understandably perceived by the public as experts in their field. However, when artists
operating as disseminators of science fail to make sure their models showcase the best
available evidence, they fall short in their role of not just educators but artists as well”.

It is clear that deepfake technology poses opportunities for enhanced experiences in the
GLAM and heritage sectors. However, realising these opportunities requires postmortem
avatars to be well received by the audience, as any resistance will mitigate any benefits.
Research relating to human trust in AI representation [135] suggests that trust in robotic
AI starts at a low level but increases over time with extended exposure and positive
experiences. However, trust in virtual AI has the opposite trajectory, with initial high-
level trust decreasing when there are unrealised user expectations and resulting user
frustration. In other words, the high-fidelity virtual avatar’s appearance often did not
fit the reality of the AI responses. This lack of calibration may be due to a number of
factors, such as unnatural eye movement [136], glitches [137], low trustworthiness [138],
emotional inauthenticity [58], unusual speech patterns [139], or gender-biased behaviour
patterns [140]. There have been calls for more research around the perception and end-user
responses to the use of deepfake technology [141].
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These digital palaeoanthropological and historical postmortem avatars afford a shift
in and relinquishment of curatorial control by facilitating infinite storytelling and indepen-
dently evolving digital entities. It is no longer the museum or practitioner who breathes life
into them, but rather the audience. As these avatars fly the curatorial nest and accomplish
digital immortality, what will happen to their individual identities? Will new narratives
continuously erode true history? Will new presentations and contexts create ‘evolved’
identities that dictate our future? It can be argued that all those involved in creating these
avatars take on ethical and moral responsibilities, not only to the individual they are creat-
ing but also to our future selves. In typical Promethean style, what we create may come
back to haunt us.

5. Conclusions

Thanks to the rapid development of motion and performance technologies, digital
human creation apps, generative AI, and audiovisual technologies, convincing deepfakes
of voices, images, and videos depicting real people are increasingly indistinguishable from
reality. Realistic and immersive experiences with the deceased are increasing and it is likely
that we will soon not only interact with two-dimensional ghostbots but also with lifelike,
three-dimensional digital avatars overlayed onto the real world, offering a multi-sensory
connection [102]. This immersive experience aims to blur the boundaries between the
physical and the digital, the past and the present, and the real and the unreal.

However, postmortalism crosses challenging ethical territory. Should we create a
postmortem avatar of someone just because it is technically possible? In current practice,
there already exist ethical and moral challenges around the production of facial depictions
of ancient individuals who have not consented to this process, and two main challenges
arise under the umbrella of consent: forced immortality and misrepresentation. With
the addition of new technologies, these challenges are confounded by the capacity for
enhanced hyper-realistic static and dynamic digital avatars that transcend portraiture and
representation and move into the realm of a proxy or a replacement that can live forever. It
is possible that the inclusion of additional physical attributes, such as the fourth dimension,
as well as the environment in which they are placed (e.g., gallery vs. metaverse) has
shifted our acceptance criterion toward proxies or replacements. Additionally, there is
the potential for new narratives, not consented to by the individual, which may include
historical reenactment or even entirely new narratives that impart personality and character.
This kind of forced immortality and misrepresentation may be seen as a non-consensual
violation of individual human dignity, and its application to palaeoanthropology and/or
archaeology will be affected by any future legal protections around personal legacy.
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