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ABSTRACT
This literature review is an investigation into the survivability of an automated vessel. More specifically, this
study investigates an automated vessel’s susceptibility, vulnerability and ability to recover from a cyber-
security-related threat. The futureofmaritime shipping is trending towards transitioning to automatedvessels.
Automated vessels have the potential to provide significant financial and logistical benefits for shipping com-
panies and stakeholders. The study aims to evaluate the current survivability features of an automated vessel.
To achieve this aim objectively, a literature reviewwas conducted into potential threats to automated vessels,
the security features they have to combat said threats, and their ability to recover from a cyberattack. It was
conductedwith the defined scope of ‘ship survivability’. Moreover, it was filtered into four areas: susceptibility
to a threat, vulnerability to the effects of a threat, the ability to recover from an attack and case studies of pre-
vious relevant attacks. The result of the literature evaluation indicates a significant vulnerability of automated
vessels. Automated vessels were found to have a high susceptibility to cyber-attacks, the effects of which have
potentially significant financial effects, a high chance of significant damage to the vessel, a significant chance
of injury or fatality and a low ability to recover from an attack. This study can indicate to the marine transport
industry the ‘gaps in themarket’ concerning the survivability, susceptibility, vulnerability and ability to recover
from an attack against an automated vessel.
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1. Introduction

This paper is a literature review, investigating the technology avail-
able to autonomous vessels to mitigate the risk of cyber attacks. This
paper first looks at the literature detailing the technology available
to protect autonomous ships from cyber attacks. Then, the short-
comings of the aforementioned technology available and finally, the
technology available in the engineering sector that could combat the
shortcomings of the technology available. Real-world cyber attacks
on the marine sector are utilised to gain more accurate knowledge
of the nature of the attacks and their consequences. In Section 6
the findings are discussed with a conclusion in Section 7 detailing
the further research and further need for the autonomous shipping
sector.

2. Background

The maritime sector is moving towards automated shipping (Alop
2019). Automated shipping, also referred to as autonomous ship-
ping, is an emerging technology revolutionising the transportation
industry (Ahvenjarvi et al. 2019). It involves the use of advanced tech-
nologies such as artificial intelligence, machine learning and robotics
to enable ships to navigate and transport goods without human inter-
vention (Amro et al. 2023). This innovative approach offers numer-
ous benefits, including increased efficiency, enhanced safety and
improved supply chain management (Zaccone and Martelli 2020;
Ahmed and Gkioulos 2022; Damerius et al. 2023).

Efficiency is a significant advantage of automated shipping. By
utilising AI algorithms and optimisation techniques, autonomous
vessels can optimise their routes, adjust speed and course, and min-
imise fuel consumption (Amro et al. 2020). According to a study by
Yoo et al., autonomous ships can reduce fuel consumption by up to
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20% compared to traditional vessels (Yoo and Park 2021). This could
lead to cost savings and a reduced environmental impact.

Safety is a crucial aspect of automated shipping. With advanced
sensors, cameras and AI-based decision-making tools, autonomous
ships can detect and avoid obstacles, navigate through uncertain
weather conditions, and mitigate the risk of accidents (Bakdi and
Glad 2021). The potential of autonomous shipping to enhance mar-
itime safety and reduce human error is highlighted in (Bakdi and
Vanem 2022). Additionally, automated shipping has the potential to
bring significant improvements to supply chain management. How-
ever, likemost new concepts or technologies, autonomous vessels are
said to have issues (Amro et al. 2023).Many of the issues reported are
concerning aspects of survivability due to threats (Kardakova et al.
2020).

Survivability is defined in the naval context as ‘the capability of
a vessel to continue to carry out its designated mission/voyage in a
combat threat environment’ (Anatoliy et al. 2018). It is deemed insuf-
ficient for a vessel tomerely remain afloat, to survivemeans to remain
effective enough to complete its duties (Amro et al. 2022). Moreover,
the survivability of a vessel covers more than simply the construction
and design of a vessel. Various tactics, the operating environment
and defence weapons or technologies, for naval and merchant ves-
sels, play a vital role in providing a vessel with the ability to survive
a threat (Zhou et al. 2018). Surviving a certain situation is not the
only aspect to consider. Survivability also considers how the vessel
got into the situation in the first instance (Dittman et al. 2021).

This study defines the term survivability as a vessel’s susceptibility
to a threat, its vulnerability to the effects of a threat and its ability to
recover from the aftermath of an attack (Jung et al. 2022a). Therefore,
this study will evaluate the susceptibility, vulnerability and ability to
recover from a threat, with relevant autonomous vessels.

© 2024 The Author(s). Published by Informa UK Limited, trading as Taylor & Francis Group.
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution,
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author(s) or with their consent.
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Figure 1. Flow chart of PRISMAmethodology (Liberati et al. 2009).

3. Research questions

The scope and purpose of this literature review is to answer the
following research questions:

(1) What technology is available tomitigate the risk of cyber attacks
on autonomous ships?

(2) What are the shortcomings of the latest technology concerning
autonomous shipping?

(3) What technology is available to combat the shortcomings of the
latest technology?

(4) Recommendations for future research and the demand of the
autonomous shipping sector?

3.1. Research hypothesis

It is hypothesised that there are many shortcomings concern-
ing autonomous shipping’s protection against cyber attacks. The
increase in technology required to successfully utilise autonomous
vessels couldmean that there are significantlymore opportunities for
cyber criminals. The cost to the maritime autonomous sector could
be in the millions if not billions of pounds annually.

4. Methodology

Themethodology used in this literature review is preferred reporting
items for systematic reviews andmeta-analyses (PRISMA). PRISMA
offers a standardised checklist, ensuring that the reporting of sys-
tematic reviews is transparent and complete. This framework is
also applicable to various intervention-based reviews (intervention
is the cornerstone behind the reason for conducting this research,
as this review will pave the way for the development of a con-
cept, assessment, demonstration, manufacture, in-service and dis-
posal/termination cycle to tackle the issues faced by cyber criminals

targeting themaritime sector). A PRISMAmethodology also ensures
a clear, critical evaluation of methods, assesses potential biases and
ultimately, trusts the presented reviewoutcomes (Liberati et al. 2009).

Figure 1 is a flow chart of the methodology used for this review.

5. Literature review

The scope of the literature review covers the current technolo-
gies available or applied to a fully autonomous vessel to enhance
survivability, and case studies of various threats to an automated
vessel’s survivability. As previously mentioned, the relevant liter-
ature is identified based on a PRISMA methodology. The four
sections of PRISMA are: Identification, Screening, Eligibility and
Included. These four sections are detailed below with critical ques-
tions answered.

PRISMA Identification: The literature is sourced from Web of
Science, SciFinder, Scopus, Google Scholar and various newspa-
per articles (Rules of engagement issued to hacktivists after chaos
– BBC news, (Tidy 2023), Royal Navy contractor forced to pay off
cyber criminals – The Telegraph (Corfield 2023), SeeByte to Develop
Secure Drone Swarm Operation Methods for Royal Navy (Manuel
2023), A Comprehensive Guide to Maritime Cybersecurity (Mis-
sion Secure 2023), Maritime cyber risk (The International Maritime
Organisation (IMO), 2019). Additional sources included expert
knowledge from domain experts including some of the authors of
this work).

PRISMA Screening: The keywords or phrases used in the litera-
ture search are: Maritime autonomous surface ships (MASS), auto-
mated vessel, survivability, cyber attack, threats to safety, hacking
and automated vessel security. A preliminary literature search indi-
cated that the literature detailing cyber-attacks on autonomous ships
is currently scarce due to the early stages of this type of vessel’s imple-
mentation. Therefore, this literature review’s scope was extended to
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cyber-attacks on the maritime sector as a whole (for which relevant
literature is more widely available). It seems that cyber-attacks on
shipping companies and non-autonomous vessels will be conducted
similarly against autonomous ships (Gkioulos and Ahmed 2021).
Themain difference is the potential consequences, as an autonomous
vessel will likely be unmanned (Alop 2019).

PRISMA Eligibility: The literature search, firstly, using the Web
of Science and the keywords of maritime, cyber attack, MASS and
autonomous vessels showed 29 results. Secondly, a search on Sco-
pus, using the same keywords was done and this showed 27 research
papers. Thirdly, Google Scholar was used. This search resulted in
19,814 academic documents. Therefore, the additional keywords of
ship survivability, a threat to safety and hacking techniques were
added. This produced 547 documents. To further filter the found
documents, all documents older than 2018 were omitted with spe-
cific onus on the most recent publications. This was due to the rapid
technological advancement that happened circa 2018. For exam-
ple, improved sensor fusion, advanced image recognition, decision-
making algorithms, autonomous navigation, higher speed data trans-
fer, communication networks (satellite and cellular) and many more.
Research conducted after 2018 is more likely to incorporate the lat-
est technological advancements mentioned prior. This final filter
resulted in 204 documents (older publicationswere still read to gauge
the concept of the evolution of maritime cyber technology).

PRISMA Included: From the literature search, 67 documents
were used due to duplicate publications (46), duplicated cyber secu-
rity techniques (97) and journals that were outside the age bracket
(< 2019) (17) [These 17 documents were still referenced and used
to gain background knowledge of the evolution of cyber prevention
technologies]. The 67 documents resulted in the identification of four
different technologies used tomitigate the risk of cyber attacks. These
technologies are detailed in Section 5.1.

5.1. Technology available to ensure autonomous ships’
survivability

To ensure the survivability of autonomous ships, several advanced
technologies are available (Ahmed and Gkioulos 2022). These tech-
nologies work together to enhance the safety and reliability of
autonomous vessels in various scenarios.

5.1.1. Sensor systems
Sensor Systems were a consistent feature that showed up in litera-
ture searches on various platforms. The work by Ahmed et al. states
that autonomous ships rely on a range of sensors, including radar,
light detection and ranging (LiDAR), cameras and sonar systems,
to perceive their surroundings and collect real-time data (Ahmed
and Gkioulos 2022). Amro et al. state that these sensors provide
crucial information about the ship’s environment, such as the pres-
ence of other vessels, obstacles and weather conditions (Amro et al.
2020). However, when it comes to cyber security, sensor systems
on autonomous ships can present several challenges and negatives,
which are as follows:

Bolbot et al. suggest that sensor systems can be Vulnerable to
Cyber Attacks (Bolbot et al. 2020). Fang et al. state that autonomous
ships rely on interconnected sensor systems that communicate with
each other and external networks. This interconnectedness increases
the risk of cyber-attacks, such as unauthorised access, data breaches,
ormanipulation of sensor data (Fang et al. 2022). Chang et al. express
that malicious actors could exploit vulnerabilities in the system,
potentially compromising the ship’s operations, safety and sensitive
information (Chang et al. 2021).

• Dittman et al. profess that Sensor Spoofing is a significant cyber
threat to autonomous vessels’ sensor systems (Dittman et al.
2021). Jung et al. state that sensor spoofing involves manipulat-
ing sensor data to provide false or misleading information to the
ship’s autonomous systems (Jung et al. 2022a). Chiu et al. express
that by spoofing sensors, attackers can deceive the ship’s naviga-
tion, collision avoidance, or environmental monitoring systems,
leading to incorrect decisions that may endanger the vessel, its
cargo and the environment (Chiu et al. 2011).

• Issa et al. detail that an autonomous ship sensor can be vulnerable
to denial of service (DoS) Attacks (Issa et al. 2022). Ehlers et al.
state that a DoS attack aims to disrupt the ship’s sensor systems
by overwhelming them with excessive requests or malicious traf-
fic (Ehlers et al. 2022). Grieman et al. express that by targeting the
sensors, such attacks can incapacitate or degrade their function-
ality, affecting the ship’s ability to collect accurate data and make
informed decisions (Greiman 2019).

• The diversity of sensor types and manufacturers, combined with
varying degrees of security implementation, can result in incon-
sistencies and potential weak points within the overall system
(Schinas and Metzger 2023). This can make sensor systems more
susceptible to exploitation, increasing the risk of unauthorised
access, data breaches, ormalicious activities (Epikhin andModina
2021).

• Sensor systems on autonomous shipsmay face challenges in terms
of updating and patching security vulnerabilities (Liou 2011). Sol-
nor et al. state that these systems are often deployed over long
periods without regular maintenance or updates. As new secu-
rity threats emerge, it can be challenging to implement timely
patches or security updates to address vulnerabilities in sensor
systems, leaving them exposed to potential cyber-attacks (Solnor
et al. 2022).

The vast majority of autonomous vessels use AIS or radar systems
(Ahmed and Gkioulos 2022). AIS has been shown to be vulnerable
(Goudossis and Katsikas 2019; Marco et al. 2014). Radar, instead was
detailed in terms of its vulnerability (Longo et al. 2023b; Longo et al.
2023a). More specifically, the way that these techniques could result
in an autonomous vessel being dead in the water. Figure 2 shows on
board sensor systems and the areas in which they are installed.

5.1.2. Artificial intelligence andmachine learning
Artificial Intelligence (AI) and Machine Learning (ML) tools were
another feature that consistently showed in literature searches, con-
cerning technologies available for autonomous ship survivability.
Vagale et al. state that AI algorithms and ML techniques play a
vital role in autonomous ship survivability. They enable the vessel
to process data from sensors, make intelligent decisions and adapt
to dynamic situations (Vagale et al. 2021a). Park et al. state that
AI algorithms help identify potential hazards, interpret sensor data,
and make real-time adjustments to ensure safe navigation (Park and
Kontovas 2023).

While AI and ML systems have the potential to enhance various
aspects of autonomous ships, they also introduce certain negatives
(Hopcraft et al. 2023). The following are some considerations that
arose from the literature search:

• Adversarial Attacks: Kardakova et al. state AI and ML models are
vulnerable to adversarial attacks, where malicious entities inten-
tionally manipulate input data to deceive or exploit the system
(Kardakova et al. 2020). Kavallieratos et al. advise that adversar-
ial attacks on AI and ML systems in autonomous ships could
lead to incorrect decision-making, compromised sensor data, or
unauthorised access (Kavallieratos et al. 2020a).
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Figure 2. Autonomous ship sensor systems.

• Data Poisoning: Li et al. state that ML models depend on large
volumes of training data tomake accurate predictions. If the train-
ing data is compromised or manipulated with malicious intent,
it can affect the performance and reliability of the AI system (Li
and Yu 2020). This could lead to incorrect navigational decisions
or compromised security measures as stated by Liou et al. (Liou
2011).

• Lack of Explainability: Loukas et al. express that deep learn-
ing models, which are commonly used in AI systems, often lack
transparency and interpretability. This can make it difficult to
understand how decisions are made and identify potential vul-
nerabilities or biases within the system (Loukas 2019). Lack of
explainability may hinder the detection of security issues or make
it challenging to address them effectively (Kavallieratos et al.
2020b).

• Limited Adaptability to New Threats: Martelli et al. state that AI
and ML systems rely on historical data for training and decision-
making. If new cyber security threats emerge that were not
encountered during the training phase, AI and ML systems may
struggle to adapt quickly and effectively. This adaptability limita-
tion can leave autonomous ships vulnerable to emerging threats,
as the AI models may not possess the necessary knowledge or
patterns to recognise and respond to novel attacks (Martelli et al.
2020).

• Overreliance on Training Data: Meland et al. advise that AI and
ML systems heavily rely on the quality and representativeness of
the training data. If the training data fails to capture all relevant
scenarios, including potential cyber security threats, the system
may not be adequately prepared to handle real-world attacks
(Meland et al. 2021). Limited or biased training data may result in
false positives or false negatives, compromising the effectiveness
of the system’s security measures (McGillivary 2018).

• Complexity and Opacity: AI and ML systems can be complex,
comprising multiple interconnected components and algorithms

(Martelli et al. 2021). This complexity makes it challenging to
fully assess and understand the system’s overall security posture
(Onishchenko et al. 2022). Pitropakis et al. state that the opacity of
some AI models can hinder security audits, vulnerability assess-
ments and the identification of potential weaknesses or attack
vectors (Pitropakis et al. 2020).

Several principles have beenproposed to securemaritime autonomous
systems and defend against cyber attacks (Walter et al. 2023). These
include enforcing strong cybersecurity, conducting risk assessments
before development, and making the AI models themselves more
robust. The principles also highlight the need for developers to
understand how the AI system works while limiting this knowl-
edge for untrusted users, as well as controlling the data feeding
the model and coming out of it. Finally, using multiple sensors can
make it harder to attack multi-agent systems (MAS AI). Further-
more, possible countermeasures which could be used to implement
the principles noted above. These countermeasures include adver-
sarial training, which is a technique to improve the robustness of
AI models against adversarial attacks. It involves creating adversar-
ial examples (tricky inputs designed to fool the model) and using
them to train themodel, making it better at recognising and rejecting
such attacks. The document discusses various methods for adver-
sarial training, including generating adversarial samples and using
null labels to detect them. It also acknowledges the limitations of
these methods, like the difficulty of searching the entire data space
for attacks.

5.1.3. Collision avoidance systems
A third survivability featurethat consistently appeared in litera-
ture searches is Collision Avoidance Systems. Qiao et al. state that
autonomous ships leverage advanced collision avoidance systems
that utilise sensor data andAI algorithms to detect and predict poten-
tial collisions (Qiao et al. 2020). Schinas et al. state that these systems
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Figure 3. Collision avoidance system.

enable the vessel to take proactive measures, such as adjusting course
or speed, to avoid accidents and ensure survivability (Schinas and
Metzger 2023).

Collision avoidance systems play a crucial role in ensuring the
safety of autonomous ships. However, there are some negatives to
consider:

• Vulnerability to Sensor Manipulation: Sepehri et al. advise that
collision avoidance systems rely heavily on sensor data to detect
and respond to potential collision risks. If these sensors are com-
promised or manipulated by cyber attackers, it can result in false
or misleading data being fed into the collision avoidance system.
This can lead to incorrect decisions or failure to detect actual colli-
sion risks, jeopardising the safety of the ship and its surroundings
(Sepehri et al. 2022).

• Sensor Spoofing Attacks: Serru et al. state that cyber attackers
may attempt to spoof or deceive the collision avoidance system by
manipulating sensor readings. By sending false signals or inten-
tionally distorting sensor data, they can trick the system into
perceiving non-existent obstacles or failing to identify actual haz-
ards (Serru et al. 2023). This could result in improper course
adjustments or failure to take appropriate evasive actions when
needed (Kavallieratos et al. 2021).

• Communication Interference: Shapo et al. advise that collision
avoidance systems often rely on external communication net-
works to exchange information with other ships, shore-based

stations, or satellite systems. Cyber attackers could target these
communication channels, causing interference or disruption.
Such interference could lead to delays or loss of critical collision
avoidance information, potentially increasing the risk of accidents
or collisions (Shapo and Levinskyi 2021).

• General CybersecurityVulnerabilities: Amro et al. state that vul-
nerabilities such as weak encryption protocols, inadequate access
controls, or outdated software can provide opportunities for
unauthorised access or manipulation of the system. Exploiting
these vulnerabilities can compromise the integrity and functional-
ity of the collision avoidance system (depicted in Figure 3) (Amro
and Gkioulos 2023). Ahmed et al. express that the lack of stan-
dardised cybersecurity protocols and regulations specific to colli-
sion avoidance systems in autonomous ships can be a challenge.
Varying implementation practices across different manufactur-
ers or ship operators may result in inconsistencies and potential
security gaps. Without clear industry standards, it becomes more
challenging to ensure that robust cybersecurity measures are uni-
formly adopted and maintained across the board (Ahmed and
Gkioulos 2022). Below is a figure depicting a collision avoidance
system.

5.1.4. Redundancy and fault-tolerant systems
Redundancy and Fault-Tolerant Systems are a fourth feature of
autonomous ship survivability. Shipunov et al. state that to enhance
survivability, autonomous ships often incorporate redundancy and
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Figure 4. Fault tolerant, reconfigurable grid for a propulsion system (ABB Oy, Marine and Cranes 2022 – URL: https://library.e.abb.com/public/6c1b0250
efd18e73c1257a530040dcf2/XO2100_XO2300_Product_Intro_lowres.pdf).

fault-tolerant systems. This involves duplicating critical components
such as power systems (Shipunov et al. 2019). Redundancy and fault-
tolerant systems are critical for ensuring the reliability and safety of
autonomous ships. However, there are some issues to consider:

Increased Attack Surface: redundancy and fault-tolerant sys-
tems often involvemultiple interconnected components and backups
(Amro et al. 2020). Silva et al. state that while this redundancy helps
mitigate failures and ensure system availability, it also increases the
attack surface. Each additional component or backup introduces a
potential entry point for cyber attackers to exploit, making the sys-
tem more susceptible to unauthorised access or manipulation (Silva
et al. 2022).

Complexity and Configuration Challenges: Silverajan et al. advise
that redundancy and fault-tolerant systems can be complex, requir-
ing meticulous configuration and integration (Silverajan et al. 2018).
Tam et al. state that the more components and backups involved, the
more intricate and challenging it becomes to ensure that all aspects
are properly secured. Complexity can lead to misconfigurations or
overlooked vulnerabilities, inadvertently creating weak points that
cyber attackers could exploit (Tam and Jones 2018).

Maintenance and Patching Difficulties: redundancy and fault-
tolerant systems often require continuous monitoring and mainte-
nance to ensure optimal performance and security (Ben Farah et al.
2023). Jung et al. state that applying updates, patches and security
fixes to interconnected components and backups can be more chal-
lenging than for a single, standalone system (Jung et al. 2022b).
Failure to promptly address vulnerabilities in all redundant com-
ponents increases the risk of cyber-attacks targeting those specific
weaknesses (Titov et al. 2019).

Synchronisation and Consistency: maintaining synchronisation
and consistency among redundant components can pose challenges
in terms of cyber security (Ahmed and Gkioulos 2022). Any discrep-
ancies or inconsistencies in the configuration or behaviour of redun-
dant systems can create vulnerabilities that can be exploited by cyber
attackers (Amro et al. 2023). Titov et al. advise that ensuring that all
redundant components remain up to date, properly configured, and
secure can be a complex task that requires careful monitoring and
management (Titov et al. 2019).

Insider Threats and Malicious Insiders: redundancy and fault-
tolerant systemsmay require privileged access tomanage and config-
ure the different components (Amro et al. 2022). This can introduce

the risk of insider threats, where authorised individuals with elevated
privileges may misuse their access for malicious purposes (Anatoliy
et al. 2018). Tusher et al. state malicious insiders could potentially
compromise or manipulate redundant systems, bypass security mea-
sures, or introduce vulnerabilities that are difficult to detect (Tusher
et al. 2022). To give the reader a better understanding of a fault
tolerant system, one is depicted below in Figure 4.

5.1.5. Overview table of the technologies available for
autonomous ship survivability
Table 1 gives an overview of the techniques described in section 5.1.
The overview table, for the reader’s convenience, gives a summary of
each technique, and the positives and negatives of each technique.

5.2. Technology available to combat the shortcomings of the
above features

The above four features used by autonomous vessels all have sig-
nificant disadvantages concerning cyber security threats. However,
there are software and hardware systems available to combat some of
the shortcomings. Below literature related to the systems available to
combat the cyber security threats detailed previously is investigated.

5.2.1. Intrusion detection systems
Intrusion Detection Systems (IDS) can monitor network traffic and
identify any abnormal activities or potential cyber threats (Pitropakis
et al. 2020). An intrusion detection system (IDS) on an autonomous
ship has several positives. Firstly, it enhances the overall security of
the ship by detecting and alerting any unauthorised access attempts
or suspicious activities, allowing for timely response and prevention
of potential threats. This helps protect the ship’s valuable assets and
sensitive information (Anatoliy et al. 2018). Secondly, an IDS can
help ensure the safety of passengers and crew members by contin-
uously monitoring the ship’s network and systems for any anomalies
or potential breaches (Ahmed and Gkioulos 2022). Vagale et al. state
that quickly identifying and addressing security risks, helps main-
tain a secure environment onboard (Vagale 2022). Moreover, Yoo et
al. state that an IDS plays a crucial role in maintaining the integrity
of the ship’s systems and preventing disruptions to its operations.
By proactively identifying and mitigating any malicious activities,
it helps minimise downtime, reduce maintenance costs and ensure

https://library.e.abb.com/public/6c1b0250efd18e73c1257a530040dcf2/XO2100_XO2300_Product_Intro_lowres.pdf
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Table 1. Overview table of technologies.

Technology Description Positives Negatives

Sensor Systems Radars, LiDARs, cameras
and sonars used to
perceive the
surroundings

• Gather real-time data for navigation • Vulnerable to cyber attacks (unauthorisedaccess, databreaches,manip-
ulation)

• Susceptible to sensor spoofing (fake data)
• Vulnerable to denial-of-service attacks
• Inconsistent security implementations across manufacturers
• Challenges in updating and patching vulnerabilities

AI and Machine
Learning

Process sensor data, make
decisions, adapt to
situations

• Identify hazards, interpret data,
make real-time adjustments

• Vulnerable to adversarial attacks (deception, exploitation)
• Susceptible to data poisoning (compromised training data)
• Lack of transparency in decision-making.
• Limited adaptability to new threats
• Overreliance on training data quality
• Complexity hinders security assessment

Collision Avoidance
Systems

Use sensor data and AI to
detect and avoid
collisions

• Proactivemeasures to ensure safety • Vulnerable to sensor manipulation (providing false data)
• Susceptible to sensor spoofing (fake obstacles)
• Vulnerable to communication interference
• General cybersecurity weaknesses (encryption, access control)
• Lack of standardised cybersecurity protocols

Redundancy and
Fault-Tolerant
Systems

Duplication of critical
components for
reliability

• Mitigate failures, ensure system
availability

• Increased attack surface (more entry points for attackers)
• Complexity in configuration and integration
• Challenges in maintenance and patching
• Difficulties in synchronisation and consistency
• Risk of insider threats

smooth and uninterrupted voyages (Yoo and Park 2021). In addition,
an IDS can provide valuable insights and data about potential vulner-
abilities or attack patterns, enabling the ship’s operators to strengthen
the ship’s security infrastructure and implement necessary mea-
sures to prevent future incidents (Ben Farah et al. 2023). While IDSs
on autonomous ships offer numerous benefits, it is important to
consider some potential drawbacks as well such as:

• False Positives: Zhou et al. raise the issue that IDS systems can
occasionally generate false positive alerts, flagging normal net-
work activities as suspicious or malicious. These false alarms can
lead to unnecessary disruptions or distractions for the ship’s crew,
diverting their attention from other critical tasks (Zhou et al.
2018).

• Performance Impact: implementing an IDS requires computa-
tional resources to continuously monitor and analyse network
traffic (Bolbot et al. 2020). Zhou et al. state that depending on
the system’s design and implementation, it can potentially impact
the ship’s overall performance, including network latency or pro-
cessing speed. Striking the right balance between security and
performance is crucial (Zhou et al. 2021).

• Complexity and Maintenance: IDS systems typically involve
complex configurations and require ongoing maintenance and
updates to stay effective against evolving threats (Yoo and Park
2021). Alop et al., in a discussion, state that this can place addi-
tional burdens on the ship’s IT team, necessitating specialised
knowledge and resources to manage and keep the IDS up to date
(Alop 2019).

• Cost Considerations: Boudehenn et al. state that IDS can involve
significant upfront costs, including hardware, software, and
implementation expenses. Additionally, ongoing licence fees and
maintenance costs can be a part of the long-term investment.
Balancing the cost of implementing an IDS with the perceived
security benefits is an important consideration for ship operators
(Boudehenn et al. 2023). Chang et al. advise that it is crucial to
evaluate the potential Return On Investment (ROI) in terms of
improved security and risk reduction. Conducting a cost-benefit
analysis can help determine whether the benefits of implement-
ing an IDS outweigh the associated costs (Chang et al. 2021).
Furthermore, the cost of training personnel to effectively operate
and maintain the IDS should be considered (Vagale et al. 2021b).
Adequate training and expertise are essential for maximising the

system’s potential and ensuring its optimal performance (Ahmed
and Gkioulos 2022).

Lastly, it is worth considering that the effectiveness of an IDS relies
on its ability to keep up with emerging threats (Amro et al. 2023).
As new attack techniques and vulnerabilities emerge, regular updates
and patches are necessary to maintain the system’s efficacy (Amro
et al. 2022). Vagale et al. state that these ongoing licence fees and
maintenance costs should be factored into the overall cost consider-
ations (Vagale et al. 2021a). Figure 5 depicts a Serial Guard intrusion
detection system.

5.2.2. Secure communication protocols
Secure Communication Protocols: encryption technology can be
implemented to secure data transmission between various onboard
systems and shore-side control centres (Bolbot et al. 2020). Secure
communication protocols on an autonomous ship offer numerous
positives. The main positives will be evaluated from the literature
referenced below:

Data Confidentiality: Zhou et al. state that secure communication
protocols employ encryption techniques to protect the confidential-
ity of sensitive data transmitted over networks. This ensures that
critical information, such as navigational data, control commands,
or passenger details, remains confidential and cannot be intercepted
or accessed by unauthorised entities (Zhou et al. 2021).

Data Integrity: secure protocols use mechanisms like checksums
and digital signatures to verify the integrity of transmitted data
(Ahvenjarvi et al. 2019). Amro et al. state that this prevents unau-
thorised modification or tampering during transit, ensuring that the
information received is accurate, reliable and unaltered (Amro and
Gkioulos 2023).

Authentication: secure communication protocols facilitate strong
authentication mechanisms to verify the identity of communicat-
ing entities (Amro and Gkioulos 2023). Badki et al. state that this
helps prevent unauthorised access and protects against spoofing or
impersonation attacks. By validating the identities of devices, sys-
tems and users, secure protocols ensure that only trusted entities can
participate in communication (Bolbot et al. 2023).

Mitigation of Cyber Threats: Epikhin et al. advise that with the
increasing sophistication of cyber threats, secure communication
protocols play a vital role inmitigating these risks (Epikhin andMod-
ina 2021). By employing robust security measures like encryption,
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Figure 5. Serial Guard intrusion detection system (Cynalytica 2024).

message authentication and secure key exchange, they help safe-
guard against eavesdropping, data breaches and unauthorised access
attempts (Alop 2019).

Compliance with Regulations: implementing secure communi-
cation protocols ensures compliance with industry regulations and
standards (Fang et al. 2022). In the maritime sector, there are spe-
cific regulations and guidelines, such as the International Maritime
Organization’s (IMO) Guidelines on Cyber Risk Management, that
mandate the implementation of robust security measures, including
secure communication protocols (Qiu et al. 2021).

Trust and Reputation: secure communication protocols can
significantly enhance the trustworthiness and reputation of an
autonomous ship operator (Kardakova et al. 2020).When customers,
stakeholders and partners know that their data and communications
are protected by strong security measures, they gain confidence in
the ship’s operations and are more likely to trust and engage with
the operator (Vagale et al. 2021b). This can lead to improved busi-
ness relationships, customer satisfaction andmarket competitiveness
(Hopcraft et al. 2023).

While secure communication protocols offer significant advan-
tages, it is important to consider some potential disadvantages. A few
negative aspects are given below:

Complexity: Yoo et al. state that implementing and manag-
ing secure communication protocols can be complex and require
technical expertise (Yoo and Jo 2023). Proper configuration, key
management and ongoing maintenance of the protocols may pose
challenges for ship operators, especially those without extensive
cybersecurity knowledge (Anatoliy et al. 2018). It may neces-
sitate additional resources, personnel and training to ensure
that the protocols are correctly implemented and maintained
(Vagale 2022).

Performance Impact: secure communication protocols often
introduce additional computational overhead due to encryption,
decryption and authentication processes (Ahmed and Gkioulos
2022). Amro et al. advise that this can lead to increased latency
and reduced network performance (Amro et al. 2020), especially in
scenarios where real-time communication is crucial (Anatoliy et al.
2018), such as navigation or control systems (Alop 2019). Striking the
right balance between security and performance becomes a critical
consideration (Kavallieratos et al. 2020b).

Compatibility and Interoperability: Tusher et al. state that secure
protocols may require specific hardware or software implementa-
tions (Tusher et al. 2022), which can lead to compatibility issues with
existing systems or devices on the autonomous ship (Tam and Jones
2018). Integrating different protocols and ensuring seamless inter-
operability among various systems can be challenging, potentially
requiring additional investments in hardware or software upgrades
(Amro and Gkioulos 2023).

User Experience: depending on the level of security implemented,
secure communication protocols can introduce additional steps or
authentication measures that may negatively impact the user expe-
rience (Anatoliy et al. 2018). This can create inconvenience or frus-
tration for users who are accustomed to a more seamless and effort-
less communication process (Serru et al. 2023). Meland et al. state
that complex authentication procedures, such as multiple layers of
verification or frequent password changes, can slow down user inter-
actions and potentially lead to user errors or forgotten credentials
(Meland et al. 2021).

Cost Considerations: implementing andmaintaining secure com-
munication protocols can involve additional costs. This includes
investing in security hardware, software licences, regular updates,
and ongoing monitoring and maintenance. These expenses can add
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up, especially for smaller ship operators with limited budgets, and
may require careful financial planning (Issa et al. 2022).

Potential False Sense of Security: while secure communica-
tion protocols significantly improve the security posture of an
autonomous ship (Kavallieratos et al. 2021), it is important to
remember that no security measure is foolproof (Li and Yu 2020).
Jung et al. state that operators and users should not solely rely on
these protocols and must remain vigilant against emerging threats,
social engineering attacks, or other vulnerabilities that these proto-
cols may not address (Jung et al. 2022b).

5.2.3. Access control systems
Access Control Systems: these systems help regulate and control
access to critical ship systems, ensuring only authorised personnel
can make changes or access sensitive data (Schinas and Metzger
2023). Access control systems on an autonomous vessel offer several
positives as outlined below:

Enhanced Security: access control systems provide a robust layer
of security by regulating and restricting access to different areas of
the ship (Amro and Gkioulos 2023). By implementing authentica-
tion mechanisms such as key cards (Anatoliy et al. 2018), biometrics
(Amro et al. 2022), or PIN codes (Alop 2019), these systems ensure
that only authorised personnel can enter specific zones (Anatoliy
et al. 2018). Ahmed et al. state that this helps prevent unauthorised
individuals from gaining access to sensitive areas or critical systems,
thereby enhancing overall security (Ahmed and Gkioulos 2022).

Safety and Emergency Response: access control systems play a
vital role in ensuring the safety of passengers and crew members
(Ahmed and Gkioulos 2022). By controlling access to areas such as
emergency exits, lifeboats, or safety equipment storage, these systems
help prevent unauthorised interference or misuse during emergency
situations (Dittman et al. 2021). They also enable efficient emer-
gency response by providing accurate information on the location
and status of individuals within the ship (Kavallieratos et al. 2020b).

Theft and Loss Prevention: access control systems help deter
theft and prevent loss of valuable assets onboard (Kavallieratos et al.
2020a). By restricting entry to areas where valuable equipment or
supplies are stored, these systems act as a deterrent to potential
thieves. Additionally, access logs generated by the system can aid in
investigations should any theft or loss occur, assisting in identifying
potential culprits (Schinas and Metzger 2023).

Accountability and Auditability: Chiu et al. state that access con-
trol systems provide a means to establish accountability and ensure
auditability (Chiu et al. 2011). By logging and recording access
events, these systems create a trail of who has accessed specific
areas and when. This enables ship operators to track and monitor
the movement of personnel, ensuring compliance with safety pro-
tocols and regulations (Alop 2019). Loukas et al. state that, in the
event of an incident or breach, access control logs can serve as valu-
able evidence for investigations and audits, helping to identify the
responsible individuals and take appropriate actions (Loukas 2019).

Customisation and Flexibility: access control systems offer the
flexibility to customise access privileges based on roles and respon-
sibilities (Onishchenko et al. 2022). This allows ship operators to
define and enforce access policies tailored to their specific needs. Dif-
ferent levels of access can be granted to crew members, passengers,
maintenance personnel, or other authorised individuals, ensuring
that everyone has access to the necessary areas while maintaining
appropriate restrictions (Amro and Gkioulos 2023).

Integration with Other Systems: access control systems can be
integrated with other ship systems, such as surveillance cameras or
alarm systems (Alop 2019). Ahmed et al. advise that this integra-
tion allows for a more comprehensive security infrastructure, where
access events can trigger corresponding actions, such as capturing

video footage or raising alerts in case of unauthorised access attempts
or suspicious activities (Ahmed and Gkioulos 2022). Such integra-
tion enhances overall situational awareness and response capabil-
ities (Anatoliy et al. 2018). While access control systems on an
autonomous ship offer numerous benefits, it is important to consider
potential negatives as well. Here are some aspects to evaluate:

Implementation Complexity: implementing access control sys-
tems can be complex, especially on a large-scale autonomous ship
with multiple access points. It requires careful planning, installation
of hardware and software, and system integration. The complexity of
implementation may increase costs and require specialised expertise
(Amro et al. 2022).

User Convenience and Productivity: access control systems can
introduce additional steps and authentication measures, which may
inconvenience users and impact productivity (Ahvenjarvi et al.
2019). Crewmembers or passengersmay need to present credentials,
such as key cards or undergo biometric scans, slowing down access to
areas or systems. Balancing security with user convenience is crucial
to maintaining a positive experience (Bolbot et al. 2020).

SystemMalfunctions andDowntime: Fang et al. state that, like any
technology, access control systems can experience malfunctions or
downtime.Hardware failures, software glitches, or power outages can
disrupt the system’s operation and potentially lead to access issues or
delays (Fang et al. 2022). Robust backup plans and regular mainte-
nance are necessary to minimise the impact of such incidents (Liou
2011).

False Sense of Security: Silva et al. state that while access control
systems significantly enhance security, they should not be viewed as
the sole solution (Silva et al. 2022). Martelli et al. advise that users
may develop a false sense of security, assuming that unauthorised
access is impossible (Martelli et al. 2021). It is important to remem-
ber that determined individuals or sophisticated attackers may find
ways to bypass or circumvent access control measures (Ahmed and
Gkioulos 2022). This highlights the importance of maintaining a
comprehensive security posture that includes other layers of protec-
tion, such as intrusion detection systems, surveillance cameras, and
ongoing security awareness training for personnel (Pitropakis et al.
2020).

CostConsiderations: implementing access control systems involves
upfront costs for hardware, software, installation and ongoing main-
tenance. Additionally, there may be costs associated with training
personnel on how to effectively use the system and manage access
permissions (Kardakova et al. 2020). Smaller ship operators with lim-
ited budgets may need to carefully evaluate the cost-benefit ratio of
implementing such systems (Schinas and Metzger 2023).

System Complexity and Integration: integrating access control
systems with other ship systems, such as surveillance cameras or
alarm systems, may require additional effort and compatibility con-
siderations. Ensuring seamless integration and avoiding potential
conflicts or interoperability issues can be a challenge, requiring tech-
nical expertise and careful planning (Alop 2019).

5.2.4. Behavioural analytics
Behavioural Analytics: by analysing patterns and behaviours, AI
algorithms can detect anomalies and suspicious activities, providing
an early warning system against cyber-attacks (Shipunov et al. 2019).
Using behavioural analytics on an autonomous ship can bring several
positives when it comes to cyber security such as:

• Intrusion Detection: behavioural analytics helps in identifying
abnormal patterns of behaviour, enabling the system to detect
potential cyber threats or intrusions. This proactive approach can
prevent cyberattacks before they cause significant damage (Li and
Yu 2020).
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• Anomaly Identification: Liou et al. state that by analysing the
behaviour of the ship’s systems, behavioural analytics can quickly
identify unusual or suspicious activities thatmay indicate a cyber-
attack (Liou 2011). This allows for immediate action to be taken
to mitigate the threat (Issa et al. 2022).

• Real-time Monitoring: Park et al. state that behavioural analytics
provides continuous monitoring and analysis of the ship’s sys-
tems, allowing for real-time detection of any abnormal behaviour
(Park and Kontovas 2023). This enables the crew to respond
swiftly to any potential cyber threat and take appropriate mea-
sures (Qiao et al. 2020).

• Predictive Analysis: behavioural analytics can also help in pre-
dicting potential cyber threats by analysing historical data and
patterns (Alop 2019). This proactive approach allows for pre-
emptive measures to be taken to prevent cyber-attacks, keeping
the ship and its systems secure (Amro and Gkioulos 2023).

• User Behaviour Analysis: Anatioly et al. state that by analysing
the behaviour of the ship’s crew members or authorised users,
behavioural analytics can flag any suspicious or unauthorised
activities (Anatoliy et al. 2018). This helps in ensuring that only
authorised individuals have access to critical systems, minimising
the risk of cyber-attacks (Ahmed and Gkioulos 2022).

While behavioural analytics on an autonomous ship offers several
benefits for cyber security, it is important to consider potential
drawbacks as well. Here are a few negatives to keep in mind:

• False Positives: Pitropakis et al. state that behavioural analytics
may generate false positive alerts, flagging normal behaviour as
suspicious or unauthorised (Pitropakis et al. 2020). Amro et al.
state that this can lead to unnecessary interventions or disrup-
tions, potentially impacting the ship’s operations and causing
inconvenience for the crew members (Amro et al. 2020).

• Privacy Concerns: Serru et al state that implementing behavioural
analytics requires collecting and analysing data related to crew
members’ behaviour (Serru et al. 2023). This raises privacy con-
cerns, as individuals may feel their actions are constantly being
monitored or scrutinised. It is crucial to establish clear policies
and safeguards to protect the privacy of crew members while
balancing the need for security (Amro et al. 2023).

• Resource Intensive: behavioural analytics relies on advanced tech-
nology and algorithms, which may require substantial computa-
tional power and resources. Implementing and maintaining the
necessary infrastructure can be costly and may require ongoing
investments in hardware, software, and skilled personnel (Ana-
toliy et al. 2018).

• Adaptive Threats: cyber threats are constantly evolving, and
attackers may modify their behaviour to bypass behavioural ana-
lytics systems. This means that behavioural analytics must con-
tinuously adapt and update to stay effective against emerging
threats, requiring regular maintenance and updates (Greiman
2019).

• Overdependence: Li et al. state that relying solely on behavioural
analytics may create a false sense of security. While behavioural
analytics is a powerful tool, it should not be the sole defencemech-
anism against cyber threats (Li and Yu 2020). Overdependence on
any single security measure can leave the autonomous ship vul-
nerable to attacks that may bypass or evade behavioural analytics
systems (Ahvenjarvi et al. 2019).

5.2.5. Cybersecurity training and awareness
Educating the crew and personnel about best practices for cyberse-
curity is crucial in terms of cybersecurity training and awareness.

Regular training sessions can help prevent accidental breaches and
improve overall cyber resilience (Alop 2019). Cyber security training
and awareness on an autonomous ship offer several positives when it
comes to enhancing cyber security. The following are among the key
benefits:

• Threat Recognition: Amro et al. state that training and aware-
ness programmes educate crew members about various cyber
threats, such as phishing, social engineering, or malware attacks.
This empowers them to recognise and report suspicious activi-
ties promptly, reducing the risk of successful cyber-attacks (Amro
et al. 2022).

• Best Practices: Anatoily et al. state that, training equips crew
members with knowledge of cyber security best practices, such as
strong password management, regular software updates and safe
browsing habits (Anatoliy et al. 2018). By following these prac-
tices, they can mitigate potential vulnerabilities and contribute to
a more secure ship environment (Amro et al. 2023).

• Incident Response: cyber security training prepares crew mem-
bers to respond effectively to cyber incidents (Tam and Jones
2018). They learn how to identify and contain threats, report
incidents to the appropriate authorities, and initiate appropri-
ate recovery procedures (Ahvenjarvi et al. 2019). This ensures
a coordinated and efficient response to minimise the impact of
cyber-attacks (Zhou et al. 2018).

• Secure Behaviour: training and awareness programmes encour-
age responsible behaviour and cultivate a cyber security-
conscious culture on the ship. Crew members become more con-
scious of their actions, such as avoiding risky online activities or
connecting unauthorised devices to critical systems. This reduces
the likelihood of unintentional security breaches (Zhou et al.
2021).

• Compliance and Regulations: by providing cyber security train-
ing, the autonomous ship can demonstrate its commitment to
compliance and adherence to industry regulations (Ahmed and
Gkioulos 2022). Many regulatory frameworks, such as the Inter-
national Maritime Organization’s (IMO) Guidelines onMaritime
Cyber Risk Management, emphasise the importance of cyber
security training (Ahmed and Gkioulos 2022). By ensuring that
crew members are well-versed in cyber security protocols, the
ship can demonstrate its dedication to meeting these require-
ments (Amro et al. 2020).

• Risk Reduction: cyber security training plays a vital role in reduc-
ing overall cyber risk (Pitropakis et al. 2020). Shapo et al. state
that by equipping crew members with the knowledge and skills
to identify and respond to potential cyber threats, the ship can
significantly decrease the likelihood of successful attacks. This
proactive approach helps safeguard critical systems, data and
operations (Shapo and Levinskyi 2021).

• Knowledge Sharing: cyber security training fosters a collabora-
tive environment where crew members can openly discuss and
share their experiences, insights and concerns regarding cyber
security. This facilitates the exchange of valuable information and
promotes ongoing learning, enabling the ship to stay updated
on emerging threats and countermeasures (Ahmed and Gkioulos
2022).

• Continuous Improvement: training and awareness programmes
can be regularly updated to reflect the evolving cyber threat land-
scape. By staying current with the latest trends and tactics used
by cyber criminals, the ship can adapt its training modules to
address new vulnerabilities and ensure that crew members are
well-prepared to handle emerging risks (Ahvenjarvi et al. 2019).
While cyber security training and awareness on an autonomous
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ship have numerous benefits, it is important to consider potential
negatives as well. Here are a few:

• HumanError: despite training, human error can still occur (Amro
et al. 2022). Amro et al. state that crew members may uninten-
tionally make mistakes or overlook security protocols, potentially
leading to security breaches. Training alone cannot eliminate the
risk of human error completely (Amro and Gkioulos 2023).

• Resource Constraints: implementing comprehensive cyber secu-
rity training programmes requires time, effort, and resources.
Autonomous ships may face challenges in allocating sufficient
resources for regular training sessions, especially if they have a
large and rotating crew. Additionally, conducting effective train-
ing may require specialised personnel or external experts, adding
to the cost and logistical complexities (Martelli et al. 2021).

• Training Effectiveness: the effectiveness of training programmes
relies on factors such as the quality of the curriculum, delivery
methods and engagement of participants. Inadequate or ineffec-
tive training can result in a false sense of security, where crew
members may not fully grasp the seriousness of cyber threats
and fail to apply the training effectively in practice (Schinas and
Metzger 2023).

• Changing Threat Landscape: Jung et al. state, that cyber threats
evolve rapidly, and training programmes must keep pace with
these changes. Outdated or insufficiently comprehensive training
materials may not adequately prepare crew members to recog-
nise and respond to emerging threats (Jung et al. 2022b). Reg-
ular updates and ongoing education are essential to ensure that
cyber security training remains effective. However, maintaining
up-to-date training materials and delivering regular updates can
be challenging, especially in an ever-changing threat landscape
(Ahvenjarvi et al. 2019). Ahmed et al. state that failure to provide
timely and relevant training can undermine the effectiveness of
the programme and leave crew members ill-prepared to address
new and sophisticated cyber threats (Ahmed and Gkioulos 2022).

• Resistance to Change: some crew members may resist or be less
receptive to cyber security training, perceiving it as an addi-
tional burden or disruption to their routine duties (Ahvenjarvi
et al. 2019). This resistance can undermine the effectiveness of
the training programme and hinder the development of a strong
security culture on the ship (Amro et al. 2020).

• Limited Skill Sets: not all crew members may have a techni-
cal background or extensive knowledge of cyber security (Alop
2019). Tailoring training programmes to accommodate crew
members with varying skill sets and providing accessible and
understandable content can be a challenge. Ensuring that the
training material is relevant and accessible to all crew members
is essential for comprehensive cyber security awareness (Issa et al.
2022).

There are security concerns surrounding remote operation cen-
tres (ROC). These centres play a crucial role in the higher levels
of maritime autonomy. The research in (Palbar Misas et al. 2024)
explores cybersecurity challenges for ROCs managing increasingly
autonomous ships. As these vessels rely heavily on digital systems
and data exchange, ROCs become prime targets for cyberattacks.
Data breaches, communication disruptions and manipulated sensor
data all pose safety risks and threaten intellectual property. Con-
cerns are also raised about reduced situational awareness for ROC
personnel compared to traditional crews, potentially hindering their
ability to respond to cyber incidents effectively (Palbar Misas et al.
2024). The rise of autonomous ships brings cybersecurity challenges
to ROCs. As previously stated, data breaches, communication dis-
ruptions and manipulated sensor data from cyberattacks can crip-
ple these centres. Palbar Misas et al state that to address this, it is

necessary to have robust cybersecurity measures, data minimisation,
secure communication channels, system redundancy and cyberse-
curity training for ROC personnel (Palbar Misas et al. 2024). Addi-
tionally, advanced sensor technology, cyber-resilient sensor systems
and international regulations can bolster situational awareness and
overall security. Finally, cyber insurance and international collabo-
ration can further mitigate risks and build trust in this developing
field.

5.2.6. Overview table of the techniques to ensure autonomous
ship survivability
Table 2 depicts an overview of the techniques described in section
5.2. The techniques, along with the positives and negatives of each
are summarised for the readers’ convenience.

5.3. Autonomous ship systems vulnerable to cyber attacks

Based on the findings above, this section will be used to demonstrate
the systems that autonomous ships consist of that are vulnerable to
cyber attacks. Figure 6 depicts the system locations on differing types
of autonomous vessels, how they are interconnected and how they
can be intruded.

While MASS vessels introduce new complexities due to their
autonomous nature, they also share many vulnerabilities with tra-
ditional container ships. This is primarily due to the similarities in
their underlying infrastructure and systems.

Ship Network:
Cybersecurity breaches: Both types of vessels rely on networks to

connect various systems onboard. This creates potential entry points
for cyberattacks, such as malware, ransomware and unauthorised
access.

Network vulnerabilities: Weak passwords, outdated software and
unpatched systems can expose both ship types to cyber threats.

Navigation Systems:
GPS spoofing: Both traditional and MASS vessels can be vul-

nerable to GPS spoofing, which can lead to navigation errors and
collisions.

Sensor failures: Malfunctions in radar, sonar, or other navigation
sensors can impact the safety of both types of vessels.

Communication Systems:
Interception: Communications between ships and shore-based

facilities can be intercepted, leading to information leakage ormanip-
ulation.

Jamming: Communication systems can be jammed, disrupting
operations and potentially causing safety hazards.

Crew Network (for traditional ships):
Human error: Crew members can introduce vulnerabilities

through mistakes, negligence, or unauthorised actions.
Social engineering: Cyberattacks targeting crewmembers through

phishing or other social engineering tactics can compromise ship
security.

Network Backbone:
Infrastructure failures: Both types of vessels rely on robust net-

work infrastructure, which is susceptible to failures due to hardware
malfunctions, software bugs, or natural disasters.

Cyberattacks: The network backbone can be a target for DDoS
attacks or other cyber threats, disrupting operations.

Industrial Control Systems (ICS):
Cybersecurity risks: ICS systems, which control critical ship func-

tions, are vulnerable to cyberattacks that could lead to equipment
damage or safety hazards.

Remote access vulnerabilities: Remote access to ICS systems for
maintenance or troubleshooting creates potential entry points for
malicious actors.



12 S. SYMES ET AL.

Table 2. Overview table of techniques.

Technology Positives Negatives

Intrusion Detection
Systems (IDS)

• Detects and alerts of unauthorised access or suspicious activities –
Protects valuable assets and crew.

• Provides insights for strengthening security

• False positives can waste time and resources.
• Performance impact
• Complexity and maintenance burden.
• Cost considerations (hardware, software, personnel)

Secure Communication
Protocols

• Protects confidentiality of data (navigation, control commands)
• Ensures data integrity (prevents modification)
• Authenticates communicating entities (prevents spoofing)
• Mitigates cyber threats.
• Improves trust and reputation

• Complexity in implementation and management
• Performance impact (latency, network speed)
• Compatibility and interoperability issues
• User experience (additional steps, authentication)
• Cost considerations (hardware, software, updates)
• Potential false sense of security

Access Control Systems • Enhances security by restricting access to critical systems.
• Improves safety and emergency response.
• Deters theft and prevents loss of assets.
• Provides accountability and auditability.
• Offers customisation and flexibility for access privileges.
• Integrates with other security systems.

• Implementation complexity (planning, installation)
• User inconvenience and impact on productivity
• Systemmalfunctions and downtime – False sense of security
• Cost considerations (hardware, software, training)
• System complexity and integration challenges

Behavioural Analytics • Detects intrusions and suspicious activities.
• Identifies anomalies in system behaviour.
• Provides real-time monitoring for threats.
• Enables predictive analysis for proactive measures.
• Analyses user behaviour for unauthorised activities.

• False positives can disrupt operations.
• Privacy concerns due to data collection
• Resource intensive (computational power, skilled personnel)
• Adaptive threats require continuous updates.
• Overdependence can create a false sense of security

Cybersecurity Training
and Awareness

• Educates crew on cyber threats and best practices.
• Improves threat recognition and reporting.
• Equips crew to respond effectively to incidents.
• Encourages secure behaviour and cyber-conscious culture.
• Demonstrates compliance with regulations.
• Reduces overall cyber risk.
• Fosters knowledge sharing and continuous improvement.

• Human error can still occur.
• Resource constraints (time, personnel, cost)
• Training effectiveness relies on quality and engagement.
• Difficulty keeping pace with evolving threats.
• Resistance to change from crew.
• Limited skill sets of crew members

Figure 6. Autonomous container ship and its vulnerable systems (Loomis et al. 2021).
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5.3.1. Ship network
As shown in Figure 6 above, an autonomous ship’s network can
be quite complex, but typically consists of several interconnected
segments:

• Operational Technology (OTNetwork): This network carries crit-
ical data for running the ship, like navigation systems, engine
controls and cargo management.

• Bridge Systems: This network connects equipment on the bridge,
like radars, communication systems and electronic charts.

• Passenger/Crew Network: This separate network provides inter-
net access, email and entertainment systems for passengers and
crew.

• Administrative Network: This network is used for business func-
tions like payroll and inventory management.

These networks often connect to each other and sometimes to shore
via satellite for remote monitoring or updates.

There are several ways cyber attackers can infiltrate a ship’s
network. The interconnected nature of autonomous ship networks
presents a vulnerability that cyber attackers can exploit through var-
ious means. These methods can be broadly categorised into two
categories: human-centric and technological.

Human-centric attacks rely on manipulating or compromising
crew members. This could involve introducing malware through
physical means like infected USB drives or exploiting social engi-
neering tactics like phishing emails to trick the crew into granting
unauthorised access.

Technological vulnerabilities arise from unpatched software or
weak network security protocols. These gaps in a ship’s digital
defences can be exploited by attackers to infiltrate the systemand gain
control of critical functions. Furthermore, the reliance on satellite
communication for remote data transmission introduces the possi-
bility of satellite attacks, where attackers could potentially intercept
or manipulate data transmissions.

As mentioned above, while traditional and MASS vessels share
some similarities in their fundamental systems, the degree of com-
plexity, reliance, and integration is significantly different.

Traditional ship networks are primarily used for internal com-
munication, such as data exchange between equipment and systems
onboard. They are often isolated from external networks. MASS
ship networks are far more complex, serving as the backbone for
autonomous operations. They connect various sensors, actuators,
control systems and communication modules. These networks are
typically integrated with shore-based control centres for remote
monitoring and control. Traditional ship Communication systems
primarily focus on voice communication (VHF, HF), data trans-
fer (satellite communication) and safety systems (GMDSS). Human
interaction is crucial for most communication tasks. MASS ves-
sel communication systems are heavily reliant on data transmis-
sion, with high-speed connections to shore-based control centres.
These systems enable real-time data exchange, remote control and
over-the-air updates. Autonomous vessels often employ advanced
communication protocols like 5G or satellite broadband for reliable
connectivity. Traditional ship navigation systems rely primarily on
human expertise, with electronic aids like radar, GPS, and electronic
chart display systems (ECDIS) supporting decision-making. MASS
vessels navigation systems are highly automated, with advanced sen-
sors, AI, and machine learning algorithms taking over many naviga-
tional tasks. These systems can process data from multiple sources,
including radar, lidar, cameras, and GPS, to create a comprehen-
sive situational awareness picture. Autonomous vessels often employ
dynamic positioning systems for precise station-keeping.

5.3.2. Ship navigation systems
Modern autonomous ships rely on a complex interplay between three
key navigation systems: Electronic Chart Display and Information
System (ECDIS), Global Navigation Satellite System (GNSS) and
radar. These systems work in a coordinated fashion to ensure safe
and efficient navigation:

• ECDIS: This computer-based system displays electronic naviga-
tional charts overlaid with real-time vessel position data received
fromGNSS. ECDIS also integrates with autopilot systems to guide
the ship along a pre-programmed route.

• GNSS: This global positioning system utilises a network of satel-
lites to provide highly accurate positioning data, including lati-
tude, longitude, and time. This data feeds directly into ECDIS for
course plotting and autopilot control.

• Radar: This sensor system emits radio waves and analyses reflec-
tions to detect and track surrounding objects like other vessels,
landmasses and potential hazards. Radar data is displayed on a
dedicated console or integrated with ECDIS to provide a compre-
hensive picture of the surrounding environment.

These systems are interconnected through a network that allows for
data exchange and coordinated decision-making. Typically, GNSS
data serves as the primary source of positioning information for
ECDIS, which then guides the autopilot system. Radar data sup-
plements this information by providing real-time situational aware-
ness and enabling the autonomous ship to react to unforeseen
obstacles.

Despite the technological advancements in autonomous naviga-
tion, these systems are susceptible to cyber intrusion through various
methods:

• GNSS Spoofing: Attackers can manipulate GNSS signals, feed-
ing the ECDIS with inaccurate positioning data. This could cause
the autonomous ship to deviate from its intended course and
potentially collide with other vessels or run aground.

• ECDISManipulation:Malicious actors could exploit software vul-
nerabilities in ECDIS to alter pre-programmed routes or disable
safety features. This could lead to the autonomous ship navigating
into dangerous waters or failing to respond to potential hazards
detected by radar.

• Network Intrusion: By gaining access to the ship’s internal net-
work, attackers could disrupt communication between navigation
systems, hindering their ability to function effectively. This could
lead to confusion, erratic manoeuvring and potential accidents.

• Denial-of-Service (DoS) Attacks: Cyber attackers could over-
whelm the ship’s navigation systems with a flood of data, render-
ing them inoperable and hindering the autonomous ship’s ability
to navigate safely.

5.3.3. Ship communication systems
Autonomous ships rely on a complex network of communication sys-
tems to maintain operational awareness, transmit data and facilitate
remote control. The following is a breakdown of the key systems and
their interconnectivity:

• Automatic Identification System (AIS): This critical system trans-
mits vessel identification, position, course and speed data to
nearby ships and coastal authorities. It operates on a dedicated
VHF frequency and does not directly connect to the ship’s inter-
nal network.

• Global System for Mobile Communications (GSM): This cellu-
lar network provides voice and data communication capabilities
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for the crew (if applicable) or shoreside personnel. GSM typically
functions as a separate network onboard.

• Voice over Internet Protocol (VoIP): This technology allows for
voice communication over the internet, potentially used for ship-
to-shore calls or crew communication. VoIP systems might con-
nect to the ship’s internal network for internet access.

• Satellite Communication: Satellites provide a communication link
beyond the range of terrestrial networks like GSM. This enables
long-range data transmission for remote monitoring, mission
updates, and communication with shoreside personnel. Satellites
can connect directly to the ship’s internal network or utilise a
dedicated communication device.

• Ship-to-Ship (S2S) and Ship-to-Shore (S2S) Communication:
Dedicated VHF or UHF radios facilitate direct communication
between vessels or with shore stations for operational coordina-
tion, safety messages, or emergencies. These radios may interface
with the ship’s internal network for routing messages or logging
communication.

This network of interconnected communication systems presents
potential entry points for cyber attackers:

• AIS Spoofing: Malicious actors could manipulate AIS data to dis-
guise the autonomous ship’s identity, location, or course of travel.
This could mislead other vessels and create a risk of collision or
impede search and rescue efforts.

• Interception of Data: Attackers could exploit vulnerabilities in the
ship’s internal network or communication protocols to intercept
sensitive data transmitted via GSM, VoIP, or satellite links. This
data could include sensor readings, navigation information, or
even remote control commands.

• Man-in-the-Middle Attacks: Cyber criminals could insert them-
selves into the communication channel between the ship and
shore, potentially altering or manipulating data transmissions.
This could lead to the transmission of erroneous commands or
the disruption of critical communication during emergencies.

• Satellite NetworkAttacks:While less common, attackers with spe-
cialised capabilities could potentially target vulnerabilities in the
satellite network itself to disrupt communication or intercept data
transmissions.

5.4. Cyber security techniques available outside of the
maritime sector

Sections 5.1 and 5.2 look specifically at the technologies and tech-
niqueswith respect to themaritime sector. The technologies available
to industry outside of the maritime sector will be investigated in
this section. Taking a holistic approach to cyber security by look-
ing at other fields may provide insight into techniques that could
potentially be applied to autonomous vessels.

The scope of the literature review covers the current technologies
available to the industry to mitigate the risk of cyber security attacks.

5.4.1. Next generation firewalls (NGFWs)
Traditional firewalls have long served as the first line of defence
in securing computer networks. These perimeter security solutions
operate by filtering incoming and outgoing traffic based on prede-
fined rules and access control lists (ACLs). However, the evolving
threat landscape, characterised by sophisticated malware and tar-
geted attacks, necessitates a more comprehensive approach to net-
work security. Next-generation firewalls (NGFWs) address this chal-
lenge by offering a significant leap in network protection capabilities
(Uçtu et al. 2021).

NGFWs surpass the limitations of traditional firewalls by employ-
ing deep packet inspection (DPI) technology. This advanced tech-
nique goes beyond basic packet filtering, analysing the contentwithin
data packets to identify malicious traffic patterns, malware signa-
tures, and other hidden threats. By dissecting the very essence of
network traffic, NGFWs can detect and block sophisticated attacks
that traditional firewalls might overlook (Park et al. 2022). Fur-
thermore, NGFWs often integrate intrusion detection/prevention
systems (IDS/IPS) to actively monitor network activity and identify
suspicious behaviour indicative of potential intrusions.

Beyond threat detection,NGFWsoffer enhanced application con-
trol functionalities. They can restrict or block specific applications
or functionalities based on pre-defined security policies. This gran-
ular control over network traffic by application type significantly
reduces the attack surface and hinders unauthorised access attempts.
Additionally, NGFWs may integrate features like web filtering, anti-
malware scanning, and data loss prevention (DLP) capabilities, pro-
viding a more comprehensive security solution.

However, the increased functionality of NGFWs comes at the
cost of complexity. Their extensive feature set necessitates meticu-
lous configuration and ongoingmanagement. Security teams require
specialised technical skills to navigate the intricate settings and
ensure optimal performance. Furthermore, the reliance on DPI can
potentially impact network performance, particularly on resource-
constrained systems. Careful configuration and resource alloca-
tion are crucial to mitigate this potential performance bottleneck.
Another vulnerability lies in the requirement for regular updates to
threat intelligence and signature databases. Failure to maintain these
updates can render NGFWs ineffective against new and evolving
threats (da Rocha et al. 2021).

In conclusion, NGFWs represent a significant advancement in
network security solutions. Their deep packet inspection, advanced
threat detection, and application control capabilities offer a pow-
erful defence against a wide range of cyberattacks. However, their
complexity and reliance on ongoing updates necessitate careful con-
sideration during implementation. When deployed and managed
effectively, NGFWs can be a critical component of a layered secu-
rity strategy, safeguarding sensitive data and ensuring the integrity
of critical network infrastructure.

5.4.2. Endpoint detection and response (EDR)
The rise of sophisticated cyber attacks and the increasing prolifera-
tion of endpoint devices within organisational networks necessitate
a paradigm shift in security strategies. Traditional antivirus solu-
tions, reliant on signature-based detection, often struggle to keep
pace with the evolving tactics of cybercriminals. Endpoint detection
and response (EDR) technology addresses this challenge by offering
a proactive and comprehensive approach to endpoint security.

EDR solutions function as vigilant guardians of individual devices
within a network. They continuously monitor endpoint activity for
signs of suspicious behaviour indicative of potential threats, includ-
ing malware infections, unauthorised access attempts, or lateral
movement within the network (Ministr et al. 2020). Unlike tradi-
tional antivirus software, EDR goes beyond signature-based detec-
tion, employing a multifaceted approach that leverages techniques
such as:

• Advanced Behavioural Analysis: EDRmonitors system processes,
network behaviour, and file modifications to identify anomalous
activity that deviates from established baselines. This allows for
the detection of even previously unknown malware strains that
traditional signature-based methods might miss.

• Endpoint Vulnerability Assessment: EDR solutions can proac-
tively scan endpoints for known vulnerabilities within operating
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systems, applications and firmware. Early identification of these
vulnerabilities allows for timely patching and remediation, miti-
gating potential attack vectors and bolstering the overall security
posture.

• Forensic Analysis and Incident Response: In the event of a sus-
pected security breach, EDR facilitates forensic analysis by col-
lecting and storing detailed endpoint data. This comprehensive
data serves as a vital resource for security teams investigating the
nature and scope of the attack, enabling a faster andmore effective
incident response.

• Integration with Security Information and Event Management
(SIEM): EDR can integrate with SIEM systems, centralising the
collection and analysis of security data from various network
sources. This holistic view strengthens threat detection capabil-
ities by correlating events across the network and facilitating
coordinated response efforts (Chen et al. 2023a).

However, the implementation of EDR solutions is not without
its complexities. The vast amount of data collected by EDR systems
can overwhelm security teams, requiring skilled personnel with the
expertise to analyse and prioritise potential threats. Additionally,
false positives generated byEDR systems can lead towasted resources
and time spent investigating non-malicious activity. Furthermore,
the effectiveness of EDR relies heavily on the active monitoring
of endpoints (János and Dai 2019). Devices that are not properly
enrolled or configuredwithin the EDR system remain vulnerable and
unprotected (Kim et al. 2019).

In conclusion, EDR technology represents a significant advance-
ment in endpoint security. Its ability to proactively detect and
respond to a wide range of threats, coupled with its forensic analysis
capabilities, empowers security teams to defend against cyberattacks
more effectively. However, successful implementation requires care-
ful consideration of resource allocation, analyst training, and ongo-
ing system optimisation to minimise false positives and maximise
threat detection accuracy. When deployed and managed effectively,
EDR solutions can be a critical component of a layered security strat-
egy, safeguarding individual devices and strengthening the overall
network security posture.

5.4.3. Security information and eventmanagement (SIEM)
The ever-expanding digital landscape necessitates a central nervous
system for security operations. Security information and event man-
agement (SIEM) systems fulfil this crucial role, acting as the conduc-
tor of an orchestra, bringing together the disparate instruments of
network security. SIEMs ingest a symphony of security data – log
files, alerts, network traffic information and endpoint activity – from
firewalls, intrusion detection systems, and various other security sen-
sors (Thakur et al. 2016). By consolidating this data into a single
platform, SIEMempowers security teams to gain a panoramic viewof
their network activity, fostering a deeper understanding of potential
threats.

SIEM operates through a series of intricate processes. First, it acts
as a central repository, meticulously collecting security data from
across the network. This eliminates the need for security person-
nel to juggle multiple, disparate sources, streamlining the analysis
process. Next, SIEM employs event correlation and normalisation
techniques, transforming the cacophony of data from various for-
mats and languages into a cohesive whole (Navajas-Adán et al. 2024).
This allows for the identification of patterns and anomalieswithin the
data, potentially revealing hidden threats lurkingwithin the network.

SIEM then leverages its analytical prowess and threat intelligence
feeds to identify suspicious activity within the consolidated data
pool. By correlating events across diverse sources and comparing
them against known threats, SIEM prioritises high-risk occurrences,

alerting security teams for further investigation. In the event of a sus-
pected breach, SIEM acts as a war room, providing a centralised view
and timeline of events, enabling security teams to rapidly investi-
gate the nature and scope of the incident and implement effective
response measures (De Silva 2022). Additionally, SIEM can gener-
ate comprehensive security reports, offering valuable insights into
network activity, attack trends and the overall security posture.

However, implementing a SIEM solution is not without its chal-
lenges. The sheer volume of data collected can be overwhelming,
demanding skilled security personnelwho can effectively analyse and
prioritise potential threats. Furthermore, the success of SIEM hinges
on the proper configuration of data collection sources and the ongo-
ing maintenance of threat intelligence feeds. Inaccurate or incom-
plete data can lead to missed detections and ineffective responses,
akin to an orchestra playing out of tune (Kotenko et al. 2022).

In conclusion, SIEM technology forms the backbone of modern
security operations centres. Its ability to aggregate, analyse and cor-
relate security data from diverse sources empowers security teams
to gain a holistic view of their network activity and identify poten-
tial threats. However, successful implementation requires careful
consideration of resource allocation, analyst training, and ongoing
system optimisation to ensure effective threat detection and incident
response. When deployed and managed effectively, SIEM systems
become the maestro of security operations, enabling proactive threat
hunting and bolstering an organisation’s overall security posture.

5.4.4. Zero trust network access (ZTNA)
Traditional network security models often rely on the concept of a
secure perimeter, implicitly trusting any user or device within that
boundary. This approach, however, becomes increasingly vulnerable
in the face of sophisticated cyber attacks and the growing prevalence
of remote workforces. Zero Trust Network Access (ZTNA) disrupts
this paradigm by adopting a ‘never trust, always verify’ philoso-
phy, fundamentally changing the way organisations approach access
control (Zaid et al. 2023).

ZTNA works by using the following 3 steps:

• Continuous Authentication: ZTNA implements a continuous
authentication and authorisation process for every user and
device attempting to access resources on the network. This applies
regardless of the user’s location or prior authorisation within the
network perimeter (Sarkar et al. 2022).

• Micro segmentation: Networks are segmented into smaller, more
secure zones. Access is granted only to specific resources based
on the principle of least privilege, ensuring users can access only
what they need to perform their tasks (Alagappan et al. 2022).

• Software-Defined Perimeter: ZTNA often utilises a software-
defined perimeter, creating a secure encrypted tunnel between the
user and the specific resource they require. This eliminates the
need for a traditional, physical network perimeter (Xu et al. 2023).

ZTNA revolutionises access control by adopting a ‘never trust,
always verify’ approach. This fundamentally changes how organ-
isations secure their networks. Unlike traditional models with a
defined perimeter, ZTNA continuously verifies every user and device
attempting to access resources, regardless of location (Cao et al.
2024). This approach offers several advantages.

ZTNA significantly reduces the attack surface. Even if a malicious
actor breaches the network, their ability to move laterally and access
sensitive data is restricted. Thisminimises potential damage and data
leaks. Furthermore, ZTNA is ideal for today’s geographically dis-
persed workforces. It secures access regardless of location, making
it perfect for cloud-based applications and remote worker scenar-
ios. Additionally, ZTNA can simplify compliance with data privacy
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regulations. By ensuring only authorised users can access specific
resources, it fosters a principle of least privilege, minimising the risk
of unauthorised data disclosure.

However, implementing ZTNA is not without its challenges. The
system can be more complex to manage compared to traditional
methods, requiring skilled personnel to configure and maintain it
effectively. Additionally, the constant authentication process might
add steps to user workflows, potentially impacting user experience.
Careful configuration is crucial to strike a balance between security
and usability (Ali et al. 2021).

In conclusion, ZTNA offers a robust security model for the mod-
ern digital landscape. Continuously verifying access and limiting
user privileges, significantly strengthens network security. How-
ever, careful consideration of its complexity and potential impact
on user experience is essential. When deployed and managed effec-
tively, ZTNA can be a valuable tool for securing access to sensitive
data and resources, fostering a more secure environment in today’s
ever-evolving threat landscape.

5.4.5. Multi-factor authentication (MFA)
Multi-factor authentication (MFA) is an additional security mea-
sure that goes beyond traditional username and password logins. It
requires users to provide more than one verification factor to gain
access to an account or system. This multi-layered approach signifi-
cantly enhances security andmakes it much harder for unauthorised
individuals to gain access, even if they have stolen a password (Wang
and Wang 2023).

Multi-factor authentication (MFA) transcends the limitations of
traditional username and password logins by adding an extra layer
of security. It requires users to provide more than one verification
factor to access an account or system. This multi-layered approach
significantly strengthens login security (Suleski et al. 2023), making
it exponentially harder for unauthorised individuals to gain access,
even if they possess a stolen password.

MFA elevates security by requiring not just something you know
(password), but also something you have (security key, code) or
something you are (biometric) (Sinigaglia et al. 2020). This addi-
tional hurdle significantly frustrates hacking attempts. Phishing
attacks, which often trick users into revealing passwords, become
largely ineffective against MFA since the additional factor remains
out of the attacker’s grasp (Sain et al. 2021).

Furthermore, MFA plays a key role in regulatory compliance for
many organisations. By enforcing strong authentication for access to
sensitive data,MFA helps organisationsmeet these requirements and
safeguard sensitive information (Chen et al. 2023b).

However, MFA is not without its drawbacks. The additional
authentication step can introduce a minor inconvenience, adding
a few seconds to the login process. Additionally, users might face
challenges if they lose their security token or forget their authentica-
tion app code, potentially hindering their ability to access accounts.
It’s important to acknowledge that while highly effective, MFA is
not an absolute shield – sophisticated attacks might still exploit
vulnerabilities.

In conclusion, MFA is a powerful security tool that significantly
enhances login security. Despite some potential inconveniences, the
undeniable benefits of heightened protection outweigh the draw-
backs. In today’s digital landscape, implementingMFA is awise secu-
rity practice for both users and organisations seeking to safeguard
their data and systems.

5.4.6. Security orchestration, automation and response (SOAR)
The ever-expanding digital landscape presents a significant challenge
for security teams – the sheer volume of security alerts and events

generated by various security tools. Security Orchestration, Automa-
tion and Response (SOAR) platforms emerge as a potential solution,
acting as a conductor in a complex security orchestra. SOAR fosters
streamlined operations by coordinating the actions of disparate secu-
rity tools, automating routine tasks and facilitating efficient incident
response (Kinyua and Awuah 2021).

SOAR operates through a centralised hub, collecting security
alerts and events from a multitude of sources, including firewalls,
intrusion detection systems and endpoint security solutions. This
consolidated view empowers security teams with a holistic under-
standing of potential threats across the network (Lee et al. 2022).
However, SOAR’s true strength lies in its ability to automate rou-
tine security tasks. By leveraging automation, SOAR can streamline
processes such as investigating low-priority alerts, enriching threat
data with additional context, and initiating pre-defined remedia-
tion actions. This frees up valuable security personnel to focus on
more complex threats and investigations, significantly improving the
efficiency of security operations (Sworna et al. 2023a).

Furthermore, SOAR acts as the conductor, orchestrating the
workflow between different security tools. This ensures a stream-
lined incident response process. SOAR can trigger automated
actions based on specific events or pre-configured threat intelligence,
enabling faster detection and remediation of security threats. This
rapid response can potentially minimise the damage caused by an
attack (Bartwal et al. 2022). Additionally, automation within SOAR
helps to minimise human error in the incident response process.

However, implementing and managing a SOAR platform is not
without its challenges. The system’s complexity necessitates skilled
personnel to configure workflows and ensure seamless integration
with various security tools (Fysarakis et al. 2023). Additionally,
SOAR’s reliance on automation can lead to wasted resources if it
triggers responses based on false positives generated by security
tools. Finally, vendor lock-in can be a concern, as some SOAR plat-
forms might not integrate well with all security solutions within an
organisation’s existing infrastructure. Careful selection is crucial to
ensure compatibility and avoid limitations in the future (Sworna et al.
2023b).

In conclusion, SOAR platforms offer a valuable tool for mod-
ern security operations. By centralising security data, automating
routine tasks, and orchestrating incident response, SOAR empowers
security teams to function more efficiently and effectively. However,
careful consideration of the platform’s complexity and potential for
vendor lock-in is essential during implementation. When deployed
and managed effectively, SOAR can act as the maestro of security
operations, fostering a more streamlined and responsive security
posture.

5.4.7. Overview table of the techniques tomitigate cyber attacks
in fields alternative tomaritime.
Table 3 shows an overview of techniques used to mitigate cyber
attacks. The table, for the reader’s convenience, gives a summary of
techniques, and the positives and negatives of each technique.

The maritime domain, characterised by the increasing adoption
of MASS, presents a unique set of cybersecurity challenges. The
integration of advanced technologies offers a robust framework for
mitigating these risks.

Next-Generation Firewalls can fortify the perimeter of a ship’s
network, safeguarding against a wide array of cyberattacks target-
ing vulnerabilities in shipboard systems. Endpoint Detection and
Response (EDR) is crucial for identifying and neutralising threats
at the device level, protecting critical components such as naviga-
tion systems, propulsion systems, and communication equipment.
NGFWs can be deployed to create distinct network segments, isolat-
ing critical systems like propulsion and navigation from less sensitive
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Table 3. Overview table of techniques.

Technique Description Positives Negatives

Next-generation firewalls
(NGFWs)

Uses deep packet inspection to analyse data
packets for threats. Integrates IDS/IPS,
application control, and other functionalities.

• Powerful defence against cyber attacks.
• Enhanced application control
• Comprehensive security solution

• Complex to configure and manage.
• Potential performance impact
• Relies on regular updates

Endpoint detection and
response (EDR)

Monitors endpoint activity for suspicious
behaviour. Uses advanced behavioural
analysis, vulnerability assessment, and
forensic analysis.

• Proactive threat detection and response
– Faster incident response

• Forensic analysis capabilities

• Requires skilled personnel to analyse
data.

• Potential for false positives.
• Requires active endpoint monitoring.

Security information and
event management
(SIEM)

Central repository for security data from
various sources. Correlates events and
identifies threats. Generates security reports.

• Holistic view of network activity
• Improved threat detection
• Provides valuable security insights

• Requires skilled personnel to analyse
data.

• Can be overwhelmed by data volume.
• Relies on accurate data collection

Zero trust network access
(ZTNA)

‘Never trust, always verify’ approach.
Continuously authenticates users and
devices. Implements micro segmentation
and software-defined perimeters.

• Reduces attack surface.
• Ideal for remote workforces
• Simplifies data privacy compliance

• More complex to manage than tradi-
tional models.

• Potential impact on user experience.

Multi-factor authentication
(MFA)

Requires additional verification factors beyond
username and password.

• Significantly enhances login security.
• Effective against phishing attacks
• Meets compliance requirements for

many organisations

• Minor inconvenience for users
• Potential challenges if users lose

authentication factors

Security orchestration,
automation and
response (SOAR)

A centralised hub for security alerts and
events. Automates routine tasks and
facilitates incident response. Orchestrates
security tools.

• Streamlined security operations.
• Improved efficiency.
• Faster and more effective incident

response.

• Complex to implement and manage.
• Potential for wasted resources due to

false positives.
• Vendor lock-in concerns.

functions. Advanced threat detection capabilities withinNGFWs can
thwart a myriad of cyberattacks.

Multi-Factor Authentication (MFA) provides a robust layer of
security by demanding multiple forms of verification for accessing
shipboard systems. This technology significantly reduces the risk of
unauthorised access, even in the event of compromised credentials.
Implementing MFA for all users, especially those with elevated priv-
ileges, significantly enhances security. Role-Based Access Control
(RBAC) should be enforced to ensure users only have the necessary
permissions.

Security Information and Event Management (SIEM) is indis-
pensable for aggregating, analysing and correlating security data
from diverse sources. By offering a comprehensive overview of
shipboard security posture, SIEM enables timely detection of
anomalies and security incidents. By correlating data from vari-
ous sources, SIEM can identify anomalies and potential security
incidents.

The Zero Trust security model is particularly pertinent to
MASS due to their inherent complexity and distributed nature.
By embracing a ‘never trust, always verify’ approach, organisa-
tions can mitigate the risk of lateral movement within the ship’s
network and safeguard critical assets. This involves continuously
verifying the identity and trustworthiness of users, devices, and
applications before granting access. Network segmentation, micro-
segmentation and least privilege principles are core components of
this approach.

Security Orchestration, Automation and Response (SOAR) can
streamline incident response processes by automating repetitive
tasks and expediting responses to threats. This technology is essen-
tial for preserving the resilience of MASS in the face of evolving
cyber threats. SOAR platforms can automate routine tasks, accelerate
incident response, and improve overall security efficiency.

5.5. Analysis of the trends of the cyber securitymeasures
available

As stated earlier, the maritime industry, like many others, faces an
evolving cybersecurity landscape. Below is an analysis of prominent
trends from the literature reviewed above, and how they align with
various security techniques.

• Increased digitalisation: Ships are becoming increasingly reliant
on automation and interconnected systems, creating a larger
attack surface (Ahvenjarvi et al. 2019).

• Remote operations: The growing use of remote monitoring and
control systems introduces new vulnerabilities (Alop 2019).

• Supply chain attacks: Targeting vulnerabilities in the maritime
supply chain, including software providers and equipment man-
ufacturers (Amro and Gkioulos 2023).

• Ransomware attacks: Disrupting critical operations and causing
significant financial damage (Epikhin and Modina 2021).

• Data breaches: Theft of sensitive data like crew information, cargo
details, and intellectual property (Kavallieratos et al. 2020a).

Given the aforementioned trends, there are several techniques/
technologies mentioned in this section with a high urgency for
research. The following is a list of the techniques/technologies that
have a high urgency for further research and the specific research
areas of the techniques/technologies that would benefit the most:

1. Sensor Systems and Artificial Intelligence (AI)/Machine Learn-
ing (ML)

Integrating sensor data with AI/ML can identify anomalies in net-
work activity, predict cyberattacks and enable real-time threat detec-
tion (Amro et al. 2020). Research needed in this discipline would
involve the development of AI/ML models specifically for maritime
cybersecurity, focusing on anomaly detection in sensor data related
to navigation, cargo handling, and ship operations.

2. Intrusion Detection Systems (IDS) and Endpoint Detection and
Response (EDR)

Traditional perimeter defenses are shown above to be insufficient
(Kardakova et al. 2020). Therefore, research would be needed to
develop advanced IDS/EDR solutions specifically designed for mar-
itime networks, considering the unique vulnerabilities and limita-
tions of onboard computing systems.

3. Zero Trust Network Access (ZTNA) and Multi-Factor Authen-
tication (MFA)
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Remote access and crew mobility necessitate robust access control
(Meland et al. 2021). Research is needed in this area to develop user-
friendly ZTNA solutions for maritime environments and integrate
MFA with existing maritime authentication protocols.

4. Security Information and EventManagement (SIEM) and Secu-
rity Orchestration, Automation and Response (SOAR)

Streamlining security operations is crucial, but data management
considerations exist (Li and Yu 2020). Therefore, further research
would be needed to develop lightweight and efficient SIEM/SOAR
solutions suitable for resource-constrained maritime environments,
while ensuring scalability for larger fleets.

5. Cybersecurity Training and Awareness

Human error remains a significant vulnerability (Symes et al. 2022).
Research in the human factors field is vital. By using a neuroer-
gonomic approach to develop immersive and engaging cybersecurity
training programmes for maritime personnel, addressing specific
threats and best practices relevant to their roles.

Also, the following techniques have the potential for further
research, but it is the opinion of the authors that these tech-
niques/technologies have a lower urgency:

• Collision Avoidance Systems (CAS): While cybersecurity threats
to CAS exist (Qiu et al. 2021), research efforts might prioritise
integration with existing safety measures.

• Redundancy and Fault Tolerant Systems: These are well-
established practices for physical infrastructure security (Sain
et al. 2021), but research can focus on cyber-specific redundancy
solutions.

• Secure Communication Protocols: Ongoing research and adop-
tion of secure communication protocols remain important (Cor-
field 2023).

5.6. Nuances of cybersecurity inmaritime environments
compared to other fields

Maritime cybersecurity faces unique challenges compared to other
fields. Unlike land-based systems with constant connectivity, ships
operate in isolated environments with limited internet access. This
isolation, while offering a false sense of security, can give attackers
more time to operate undetected. Additionally, the industry relies
heavily on legacy control systems not designed with cybersecurity
in mind, making them vulnerable. Furthermore, a critical difference
lies in the data itself. Ships handle highly specific data like naviga-
tion details and cargo information, which in the wrong hands could
have devastating consequences. Environmental constraints like lim-
ited crew size with less IT expertise further complicate matters, as
immediate response to cyber threats might be difficult. Finally, the
regulatory landscape in maritime can be uneven, with older ves-
sels or those operating under lax flag-of-convenience rules poten-
tially having weaker cybersecurity postures. These combined factors
create a complex cybersecurity landscape unique to the maritime
industry.

5.7. Data specificity

AI/ML models trained on data from terrestrial networks may strug-
gle with maritime-specific data sets (Amro et al. 2020).

Shipboard sensors collect a wide range of data on weather condi-
tions, ocean currents, cargo status and navigation (GPS, radar, etc.).
AI/MLmodels require training on these unique data types to identify

anomalies indicative of cyberattacks that might manipulate sensor
readings (Fysarakis et al. 2023).

Maritime communication systems often rely on specialised pro-
tocols like the Automatic Identification System (AIS) and Global
Maritime Distress and Safety System (GMDSS) (Issa et al. 2022).
AI/ML models need to understand these protocols to effectively
analyse network traffic for suspicious activity (Kavallieratos et al.
2020b).

5.8. Environmental constraints

Ships frequently operate in areas with limited or unreliable inter-
net connectivity (Ahmed and Gkioulos 2022). AI/ML models need
to be optimised for efficiency (Ahmed and Gkioulos 2022), requir-
ing smaller data footprints and lower processing power for onboard
functionality (Amro and Gkioulos 2023).

Shipboard computing systems often have lower processing power
compared to terrestrial data centres (Bolbot et al. 2020). AI/MLmod-
elsmust be lightweight and efficient to run smoothly on these systems
(Chiu et al. 2011).

5.9. Human factors

Maritime personnel possess varying levels of technical expertise
(Symes et al. 2022). Cybersecurity training programmes require tai-
loring to the specific roles and responsibilities of each crew member,
from captains and engineers to catering staff and security person-
nel (Ben Farah et al. 2023). This ensures everyone understands the
cybersecurity risks relevant to their tasks and can identify suspicious
activity.

Maritime crews are frequently international, with personnel from
diverse backgrounds and varying levels of English proficiency (Alop
2019). Therefore, training materials need to be clear, concise and
potentially available in multiple languages to ensure effective com-
munication and knowledge retention.

5.10. Regulatory landscape

Themaritime industry has its own set of regulations and compliance
requirements related to cybersecurity (Issa et al. 2022). Training pro-
grammes need to address these specific regulations and ensure crew
members are aware of their obligations.

An AI/ML model trained on terrestrial network traffic might
struggle to identify suspicious changes in a ship’s GPS data caused by
a cyberattack (Amro and Gkioulos 2023). However, a model specifi-
cally trained on maritime data sets can learn the normal patterns of
GPS readings and flag deviations that could indicate manipulation
(Goudossis and Katsikas 2019).

Training for engineers should focus on identifying cyber threats
that might target shipboard automation systems or engine control
systems. This differs from training for catering staff who might
need to be more aware of phishing attacks or social engineering
tactics.

By adapting cybersecurity techniques to address the specific
data, environmental, human, and regulatory aspects of the maritime
industry, organisations can buildmore robust defenses against cyber-
attacks and ensure the safe and secure operation of vessels (Amro
et al. 2023).

Cybersecurity in themaritime industry demands amulti-pronged
approach. Techniques leveraging AI/ML, advanced access control,
and security automation are crucial areas for further research (Mis-
sion Secure 2023) due to the evolving threat landscape and unique
challenges faced by maritime operations.
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6. Discussion

The urgent need for further research in cyber security for
autonomous ships cannot be overstated. The rise of autonomous
ships presents a promising future for the maritime industry, offering
improved efficiency, reduced costs and enhanced safety. However, as
per the research in Section 2, the vulnerability of autonomous ships
to cyber threats becomes a pressing concern. This conclusion will
provide an academic perspective onwhy additional research in cyber
security is desperately needed for autonomous ships.

Firstly, the evolving threat from cyber-attacks demands contin-
uous research in cyber security. As technology advances, so do
the capabilities and sophistication of malicious actors. Autonomous
ships are no exception to these risks, as they become poten-
tial targets for cyber-attacks. Further research is necessary to stay
ahead of emerging threats, understand potential attack vectors, and
develop effective countermeasures. By continuously studying and
analysing the ever-evolving threat landscape, researchers can proac-
tively enhance the security posture of autonomous ships.

Unauthorised access and control pose significant risks to
autonomous ships. With interconnected systems and external com-
munication interfaces, malicious actors can exploit vulnerabilities to
gain unauthorised access. This unauthorised access can lead to vari-
ous detrimental consequences, including system manipulation, data
theft, or possibly complete hijacking of the vessel. Further research in
cyber security is desperately needed to identify and address potential
entry points for unauthorised access and develop robust authentica-
tion and authorisation protocols. By conducting in-depth vulnera-
bility assessments and implementing secure communication chan-
nels, researchers can fortify autonomous ships against unauthorised
access and control.

Vessels heavily rely on complex software systems and hardware
components to navigate and operate. However, these systems are
not immune to malfunctions and failures. Cyber security research
plays a critical role in identifying vulnerabilities in software and
hardware, ensuring the reliability and resilience of autonomous ship
systems. Through extensive testing, validation and the development
of backup and redundancymechanisms, researchers canmitigate the
risks associated with system malfunctions and failures.

Data integrity and privacy are alsomajor concerns in autonomous
ship cyber security. These vessels generate massive amounts of data,
including navigation logs, sensor readings and operational informa-
tion. Ensuring the integrity and privacy of this data is paramount to
protecting the interests of ship owners, operators and stakeholders.
Further research in cyber security is desperately needed to develop
secure data transmission protocols, encryptionmechanisms and data
storage solutions. By implementing robust data protection mea-
sures, researchers can safeguard the integrity and privacy of the data
generated by autonomous ships.

Additionally, industry-wide collaboration and standardisation are
crucial for the advancement of cyber security in autonomous ships.
The complexity of autonomous ship cyber security necessitates col-
laboration among industry stakeholders, researchers and regulatory
bodies. By sharing knowledge, experiences and insights, researchers
can collectively address common challenges and develop standard-
ised approaches to cyber security. This collaboration can foster
the establishment of international standards, regulations and cer-
tification processes specific to autonomous ship cyber security. By
working together, the industry can create a unified front against
cyber threats and promote a culture of cyber security awareness and
preparedness.

The impact on public safety and trust cannot be overlooked
when considering the need for further research in cyber security for
autonomous ships. Autonomous ships not only play a critical role in

the future of the maritime industry but also have a significant impact
on public safety. A successful cyber-attack on an autonomous ship
could result in environmental damage, threats to human lives and
economic disruption. Such incidents have the potential to erode pub-
lic trust in autonomous ship technology and hinder its widespread
adoption. Therefore, it is essential to invest in research and inno-
vation to mitigate these risks and ensure the safety of not only the
maritime industry but also the general public.

In conclusion, further research in cyber security for autonomous
ships is desperately needed to address the evolving threat landscape,
mitigate unauthorised access and control, mitigate system malfunc-
tions and failures, protect data integrity and privacy, foster industry-
wide collaboration and standardisation, and ensure public safety and
trust. The complexities and risks associated with autonomous ships
require a proactive and comprehensive approach to cyber security.

By investing in further research, the maritime industry can stay
ahead of emerging cyber threats and vulnerabilities. Researchers
can identify potential entry points for unauthorised access, develop
robust authentication and authorisation protocols, and establish
secure communication channels to fortify autonomous ships against
malicious actors. Moreover, research efforts are essential in identi-
fying vulnerabilities in software and hardware systems, ensuring the
reliability and resilience of autonomous ship operations.

Protecting data integrity and privacy is another critical aspect
of cyber security research. By developing secure data transmis-
sion protocols, encryption mechanisms and data storage solutions,
researchers can safeguard the sensitive information generated by
autonomous ships. This is crucial to protect the interests of ship own-
ers, operators and stakeholders, as well as to comply with regulatory
requirements.

Industry-wide collaboration and standardisation are vital for a
unified and effective response to cyber threats in the autonomous
ship sector. By sharing knowledge, experiences and best practices,
researchers, industry stakeholders and regulatory bodies can collec-
tively establish international standards, regulations and certification
processes specific to cyber security for autonomous ships. This col-
laboration promotes a culture of cyber security awareness and pre-
paredness, ensuring a unified and resilient approach to protecting
autonomous ships from cyber threats.

Furthermore, the impact on public safety and trust cannot be
overstated. Autonomous ships have a significant impact not only on
themaritime industry but also on the general public.With the poten-
tial for cyber-attacks leading to environmental damage, threats to
human lives and economic disruption, it is crucial to prioritise cyber
security research. By investing in innovative solutions, conducting
rigorous testing and validation, and raising awareness about cyber
risks, researchers can inspire confidence in the safety and reliabil-
ity of autonomous ships. This, in turn, paves the way for broader
acceptance and adoption of this transformative technology.

There are legal and insurance implications of cyber security in
autonomous shipping. The community needs to work together and
update by consensus the key legal instruments and policy docu-
ments (Fenton and Chapsos 2023). More specifically, in 2017 the
IMO began a regulatory scoping exercise (RSE) where they tasked
four IMO committees, the Maritime Safety Committee, the Legal
Committee, the Facilitation Committee and the Maritime Environ-
ment ProtectionCommittee to address common issues. The outcome
of theRSEwas to address the commongaps by implementing aMASS
code instead of addressing every SOLAS instrument individually due
to the potential for inconsistencies, confusion and to raise potential
barriers. The main key approaches to regulating MASS as stated in
(Fenton and Chapsos 2023) are:

The Marine Guidance Note 664 – Issued by the maritime and
coastguard agency in 2022, the UK’s Marine Guidance Note 664
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creates a framework for certifying innovative technologies on ships,
aiming to balance safety with encouraging development. It applies to
a wide range of recent technologies, not just autonomous vessels. The
process involves early engagement with regulators, prioritises safety,
and allows applicants to identify areas where existing regulations
might need updates. While challenges exist regarding intellectual
property and interaction with humans at sea, MGN 664 marks a
significant step towards regulating these newmaritime technologies.

The Workboat Code Edition 3 – the UK’s upcoming Workboat
Code Edition 3 aims to standardise regulations for small workboats,
including remotely operated uncrewed vessels (ROUVs). It clari-
fies the certification process, reduces assessment times, and has an
annex specifically for ROUVs. The annex outlines rules for oper-
ation, maintenance, crew qualifications and cybersecurity. Some
points require clarification, like the applicability to foreign vessels
and the meaning of a ‘safe state’ during emergencies. The code also
raises concerns about cost-efficiency due to staffing requirements
for remote operators and potential limitations onmanaging multiple
ROUVs simultaneously.

MaritimeUKvoluntary industry codeof practice– theUKmar-
itime industry created a voluntary code of practice for designing,
building, and operating small autonomous and semi-autonomous
vessels. This code aims to set best practices until more detailed reg-
ulations are developed. It emphasises safety, aligning with existing
regulations like COLREGS and focusing on operator skills. It also
considers areas like cybersecurity but is notmandatory. Industry offi-
cials see it as a way to collaborate and share ideas for this developing
technology.

The liability, insurance, vehicle technology and aviation bill –
This discusses liability for accidents caused by autonomous vehicles,
including potentially autonomous ships. Traditional legal systems
rely on fault to assign blame. Determining fault for accidents involv-
ing autonomous vehicles can be difficult. A bill in the UK Parliament
aims to clarify insurance liability for accidents caused by ‘automated
vehicles.’

Key Points of the insurance implications of cyber security for
autonomous shipping:

– Insurers are liable for damages if the autonomous vehicle is
insured.
- The owner is liable if the vehicle is not insured.
- Contributory negligence applies (e.g. not updating software).

The bill targets road vehicles, but the definition of ‘automated vehicle’
might encompass autonomous ships. The law could clarify liability
for accidents involving insured autonomous ships, paving the way
for similar legislation for MASS.

TheUK seems to be leading theway in regulating innovative tech-
nologies for autonomous ships. They have established certification
processes, addressed insurance issues and pioneered trials. However,
international regulations are lacking. The IMO needs to update con-
ventions and reach a consensus for autonomous ships to be widely
integrated. UK regulations and best practices from other countries
can inform this process to establish international law andnorms. Fur-
ther research is needed on how other key countries are approaching
autonomous ships. From the above, it can be proposed that further
work in this sector should include: a focus on building cybersecu-
rity into the design, protecting individual systems onboard, ensuring
the security of AI decision-making, creating safe communication
channels and developing international standards and regulations.
This will be crucial to mitigating cyber threats and ensuring the safe
operation of these autonomous vessels.

Conducting an analysis on the above legal and insurance implica-
tions in autonomous shipping, there are a number of key findings:

• Regulatory Fragmentation: The absence of a unified international
regulatory framework for autonomous ships creates inconsisten-
cies and potential barriers to innovation.

• Liability and Insurance Uncertainties: The traditional liability
model based on fault is inadequate for autonomous ships, neces-
sitating new legal and insurance frameworks.

• UK Leadership: The UK has demonstrated a proactive approach
to regulating autonomous ships through initiatives such as the
Marine Guidance Note 664 and the Workboat Code Edition 3.

• IndustryCollaboration: The voluntary industry code of practice is
a valuable step towards establishing best practices, but mandatory
regulations will be necessary for effective oversight.

These findings bring about main challenges, but also opportunities.
These challenges include:

• International Cooperation: Achieving consensus among different
maritime nations on regulatory frameworks is complex.

• Technological Advancements: The rapid pace of technological
development outstrips the ability of regulators to keep up.

• Liability and Insurance: Determining liability for accidents
involving autonomous ships presents significant legal challenges.

Some of the opportunities could include; The development of new
regulatory frameworks. This can create opportunities for innovation
and economic growth, new and improved risk management strate-
gies, collaboration between other nations to create strong bonds and
lastly, investment in cybersecurity of MASS vessels.

Given the current regulations with respect to insurance and legal-
ities, the authors of this document have some recommendations:

• Accelerate International Cooperation: The IMO should priori-
tise the development of a comprehensive international regulatory
framework for autonomous ships.

• Strengthen Cybersecurity Measures: Incorporate cybersecurity
into the design and operation of autonomous ships from the
outset.

• Develop Clear Liability and Insurance Frameworks: Establish
clear rules for determining liability and ensuring adequate insur-
ance coverage.

• Promote IndustryCollaboration: Encourage collaboration between
industry stakeholders to share best practices and develop industry
standards.

• Invest in Research and Development: Support research into
autonomous ship technologies, including cybersecurity and risk
management.

• Monitor and Adapt: Continuously monitor the evolving land-
scape of autonomous shipping and adjust regulations accordingly.

From the above, it can be proposed that further work in this sec-
tor should include: training developers and regulators on adversarial
AI (AAI), evaluating attacks and defences in various maritime con-
ditions, testing real-world AI systems against AAI to understand
the secondary effects of attacks, consider the likelihood of different
attacks in real-world maritime environments and study the misuse
of AI for illegal activities.

Given the papers investigated and summarised in the literature
review, it seems that a possible new area of understanding exists
within the ‘The Human-Machine Security Loop’. Existing research
focuses on securing individual systems and communication. A new
understanding could explore how the human element, in the form
of remote operators, interacts with these secured systems. This
would involve studying potential vulnerabilities in human-machine
interfaces, the psychology of remote decision-making under cyber
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threats, and the need for robust training protocols for remote oper-
ators to identify and respond to cyberattacks effectively. This would
create a more holistic security approach that considers not just the
technology but also the human element in the autonomous shipping
ecosystem.

7. Conclusions

To re-iterate, further research in cyber security for autonomous ships
is urgently needed. The evolving threat landscape, potential unau-
thorised access and control, system malfunctions and failures, data
integrity and privacy concerns, industry-wide collaboration and the
impact on public safety and trust all highlight the criticality of cyber
security in this domain. By investing in research and innovation,
industry stakeholders and researchers can proactively identify vul-
nerabilities, develop robust securitymeasures and ensure the safe and
secure operation of autonomous ships. Only through a comprehen-
sive and collaborative research effort can we navigate the challenges,
protect against cyber threats and create a future where autonomous
ships thrive securely.
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