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Abstract

In order to tackle the marine practical constraints, for example the actuator faults, the
dead-zone input, an improved composite adaptive neural control algorithm is proposed
for dynamic positioning vehicles in presence of the unknown external disturbances. In
the algorithm, the robust neural damping technique is employed to remodel the system
model uncertainty and suppress the external interference. As for the dead-zone input, the
dead-zone inverse model is constructed to derive the corresponding compensating terms.
That could effectively release the constraints from the actuator faults and the dead-zone
non-linearity. Furthermore, for merits of the composite intelligent learning method, one
designs the serial-parallel estimation model to estimate the related velocity variables. The
corresponding prediction error could be applied in the design of adaptive law. That could
effectively improve the accuracy of parameter estimation and facilitate the robustness of
the closed-loop system. The semi-global uniformly ultimately bounded stability is guaran-
teed for all error signals in the closed-loop system by utilizing the Lyapunov theory. Finally,
the validity of the proposed algorithm is demonstrated through the simulation experiments.

1 INTRODUCTION

With the exploitation of ocean resources, the dynamic position-
ing (DP) control system has been extensively applied to various
engineering ships, scientific research vessels, offshore platforms
etc. Along with the growth in DP system, there is increasing
concern on the working status of thrusters. Actually, the actu-
ator faults can occur in the mechanical servo system due to its
excess wear or the component aging, especially for the DP vehi-
cle with multi actuators. That would greatly reduce the stabil-
ity and positioning performance, even lead to the system crash
of DP vehicle that can result in the further casualties, equip-
ment damage and the property loss. In addition, another poten-
tial safety problem is the concomitant dead-zone input, which
is particularly common in the mechanical system. The dead-
zone input is with the feature of insensitivity for the small input
order, which will degrade the positioning accuracy or lead to the
invalidation of the conventional DP control unit. Therefore, the
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investigation of the DP control, with consideration of actuator
faults and the dead-zone inputs, requires more attentions to be
attracted and is meaningful for the application of the theoreti-
cal design.

As the DP technology was widely used in fields of the ocean
exploration, there are variety of theoretical researches both at
home and abroad. For the parameter and structure uncertainty,
abundant research achievements have apparently solved the
problem in the DP vehicles [1–3]. It is widely known that the
approximation precision of system uncertainty determines the
control performance. With the increasing demand for control
performance in engineering practice, it no longer meets the
requires of accuracy in marine engineering only using the above
fuzzy or neural networks approximators to solve the uncertainty
problem. To further improve the accuracy of approximation
for system uncertainties, a composite intelligent learning
technology is proposed based on the serial-parallel estima-
tion model (SPEM) in [4, 5]. Successful application of the
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composite intelligent learning technology to the path-following
control task for the underactuated cable-laying vessel, the
satisfying control performance is obtained in [6]. In recent
years, the controller design based on the observer is prevailing
for the DP task. For example, a novel DP control approach
is developed on the basis of the modified notch filter and
non-linear observer in [7]. In this approach, the filtering is
not related to the disturbances models and vessel model, thus
the model uncertainty has not any influence for the filtering.
Morishita, et al. [8] developed a modified observer backstepping
controller for the DP vehicle with actuator dynamics. In this
algorithm, the non-linear observer is employed to generate
the state estimation variables associated with attitude and
velocity under low-speed manoeuvring. And two designed gain
matrices, related to error variables, are utilized to decrease the
perturbation for the control signal. In [9], an output feedback
adaptive control scheme is presented, where the state observer
is utilized to estimate the unknown system states. And the slid-
ing mode technique and the auxiliary system are incorporated
to generate the satisfying transient performance. As the oil and
gas industries developing, the DP task of individual marine
vehicle has been unable to satisfy the engineering require-
ment. Therefore, a cooperative DP control scheme of multiple
marine vehicles is proposed based upon the modular design
methodology in [10]. Compared with the Lyapunov-based
adaptive control design, this methodology can compensate the
sudden or large external disturbances without affecting the
adaptive law.

In all the aforementioned papers on dynamic positioning
control, these schemes suffered from three major problems:
the first one is about the dead-zone non-linearity of the actu-
ator, that is the actuator dead-zone input is with the feature
of the insensitivity for small control inputs. That is, the actua-
tor does not act when the input signal of the actuator is small,
and the actuator acts only when the input signal of the actuator
reaches a certain value. Subject to the problem, a large num-
ber of studies have been achieved by researchers to address the
dead-zone constraints. In [11], the dead-zone inverse model is
constructed to compensate the dead-zone characteristic, and the
learning law of adaptation is capable of estimating the unknown
dead-zone parameters. Actually, the dead-zone parameters are
always uncertain under the effect of environment factors and
actuator inherent characteristics. Based on this, Liu, et al. [12]
proposed a fuzzy dead-zone model, which is used to describe
the uncertainty and imprecision existing in the dead-zone actu-
ators. Therefore, that is more in line with engineering prac-
tice compared with the deterministic dead-zone model. Another
dead-zone compensation methodology is developed in [13].
In this scheme, the compensator, consisting of two dynamic
gain, replaces the dead-zone inverse model. This control design
is more simplified since the dead-zone parameters are not
required. The second one is the actuator fault, which may be
frequently encountered in the practical engineering. It is caused
by the excess wear or the component aging, which poses the
instability of the practical system. Many alternative methods are
available to solve the problem [14–16]. For example, a reliable

state feedback control strategy is developed subject to the sen-
sor multiplicative failures in [17]. And two important factors,
having an effect on the system states, are considered in this strat-
egy, that is the premise variables of controller and sensor fail-
ures. That guarantees asymptotic stability and H∞ performance
for the closed-loop system. In [18], a discrete-time FTC method
is proposed to deal with the problem of actuator faults, where
the discrete-time estimator is constructed to estimate both the
system states and actuator faults. And the method is able to
monitor and compensate the actuator failures in real time. Dif-
ferent from the fault compensation approach in [17, 18], Shen,
et al. [19] develop a simpler FTC algorithm to estimate and com-
pensate the total influence of actuator failures, which tremen-
dously relieves the computational burden.

Motivated by the above observations, a novel adaptive fault-
tolerant control strategy, which is performed by using com-
posite intelligent learning, robust neural damping and dynamic
surface control (DSC) technique, is proposed for dynamic posi-
tioning vehicles with dead-zone input. Different from the exist-
ing results around the DP control, for example [1, 20, 21], the
pitch ratios of thruster (for the rotatable thruster, it is the bear-
ing angle and pitch ratio) are considered as the control input,
which are all measurable variable in the engineering practice.
Furthermore, the actuator faults and dead-zone non-linearity
are coupled in actuators, which will pose a serious challenge
to control design of the closed-loop system. The main contri-
butions of this paper can be summarized as follows. (1) The
dead-zone non-linearities and actuator faults are taken into
consideration simultaneously in control design. The dead-zone
non-linearity, commonly exiting in the practical mechanical
plant, is compensated by the adaptive smooth inverse model. In
the detailed design, the corresponding adaptive law is derived to
estimate the characteristic parameters for dead-zone, for exam-
ple the break-points and the slops. Aiming at the uncertainty
problem of the actuator fault mode, the parameter estimation
method is used to realize the fast and accurate compensation
subject to the actuator faults, for example two adaptive param-
eters are constructed to estimate the bounds of the actuator
effectiveness coefficient and bias coefficient respectively for
each actuator. (2) The SPEM is constructed to improve the
parameter estimation accuracy, which includes the dead-zone
characteristic parameters as well as fault parameters. Further-
more, this paper releases the assumption that the control gain
functions are known precisely, that is it is not required to know
for the control design. That could facilitate its applicability in
the engineering practice.

The remaining of this paper is organized as follows. The
adaptive fault-tolerant control problem of dynamic positioning
vehicle subject to the dead-zone non-linearity is introduced and
some preliminaries are provided in Section 2. In Section 3, an
improved composite adaptive fault-tolerant control design with
dead-zone input is presented. Section 3 analyzes the stability and
robustness of the closed-loop system. In Section 5, comparative
experiment and experiment with actuator faults are provided to
verify the effectiveness of the proposed scheme. Section 6 con-
cludes the whole paper.

 17518652, 2021, 16, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/cth2.12176 by L

IV
E

R
PO

O
L

 JO
H

N
 M

O
O

R
E

S U
N

IV
, W

iley O
nline L

ibrary on [25/03/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



ZHANG ET AL. 2069

2 PROBLEM FORMULATION AND
PRELIMINARIES

Throughout the paper, | ⋅ | describes the absolute operator for
the scalar element. ‖ ⋅ ‖ and ‖ ⋅ ‖F indicates the Euclidean
norm and Frobenius norm of the vector, respectively. The
matrix ‖B‖2

F = tr{BT
B} =

∑m

i=1

∑n

j=1 b2
i, j , where B = [bi, j ] ∈

ℝm×n denotes a matrix. ̂(⋅) describes the estimation opera-
tor of (⋅) and the estimation error ̃(⋅) = ̂(⋅) − (⋅). sgn denotes
the sign function, “.*” is multiplication of the element-by-
element. diag{m1,m1, … ,mn} implies a main diagonal matrix,
and m1,m1, … ,mn are the diagonal elements.

2.1 Dynamic model of marine ship

Based on the seakeeping and manoeuvring theory [22, 23], only
the surge, sway, and yaw motion deserve to be discussed. There-
fore, the three-degree of freedom (3-DOF) horizontal plane
non-linear mathematical model of DP vehicle can be described
as Equation (1).

𝜼̇ = J(𝜓)v

Mv̇ + Dl v + Dn(v) = 𝝉 + d w

(1)

J(𝜓) =
⎡⎢⎢⎣
cos𝜓 − sin𝜓 0

sin𝜓 cos𝜓 0
0 0 1

⎤⎥⎥⎦ (2)

M =
⎡⎢⎢⎣
m − Xu̇ 0 0

0 m −Yv̇ mxG −Yṙ

0 mxG −Yṙ Iz − Nṙ

⎤⎥⎥⎦ (3)

Dl =

⎡⎢⎢⎢⎣
−Xu 0 0

0 −Yv −Yr

0 −Nv −Nr

⎤⎥⎥⎥⎦ (4)

Dn(v) =

⎡⎢⎢⎢⎣
−X|u|u|u|u +Yv̇v|r| +Yṙ rr

−Xu̇ur −Y|v|v|v|v −Y|v|r |v|r
(Xu̇ −Yv̇ )uv −Yṙ ur − N|v|v|v|v − N|v|r |v|r

⎤⎥⎥⎥⎦ (5)

𝝉 = T (𝛽)𝜿(n)up (6)

In Equation (1), 𝜼 = [x, y, 𝜓]T ∈ ℝ3 denotes the ship atti-
tude vector including the position coordinate (x, y) and head-
ing angle 𝜓 ∈ [0, 2𝜋]. v = [u, v, r ]T ∈ ℝ3 is the velocity vector,
where u, v, r are the velocities in the surge, sway, and yaw, respec-
tively. J(𝜓) indicates the rotation matrix with J

−1(𝜓) = J
T(𝜓),‖J(𝜓)‖ = 1. Equation (3) provides with the expression of mass

matrix. Furthermore, Dl v, Dn(v) are employed to describe
the linear and non-linear hydrodynamic forces or moment
respectively, and the specific expressions are provided in Equa-
tion (5). Xu,X|u|u,Yv̇ , … that could be estimated by experimen-
tal dat are all the hydrodynamic force derivatives. The kinetics
equation in Equation (1) contains the quadratic damping terms

FIGURE 1 Diagram for compensating the dead-zone non-linearity: (a)
the dead-zone non-linearity. (b) the smooth dead-zone inverse function

which can generate the oscillatory behaviour under low speed.
Hence, the mathematical model (1) we adopted is more general
for the DP vehicle.
𝝉 = [𝜏u, 𝜏v , 𝜏r ]T ∈ ℝ3 indicates the control input vector

which contains the surge and sway control force 𝜏u , 𝜏v

and the yaw control moment 𝜏r . d w = [dwu, dwv , dwr ]T ∈ ℝ3

is the external disturbance vector provided by marine envi-
ronment. T (⋅) ∈ ℝ3×q implies the configuration matrix of
thrust depending on the thrusters’ physical location with
the number of equivalent thrusters being q. In addition, the
bearing angle of the azimuth thruster is expressed as 𝛽.
𝜿(⋅)=diag{𝜅1(n1), 𝜅2(n2), … , 𝜅q (nq )} ∈ ℝq×q is the force coef-
ficient matrix, where ni , i = 1, 2, … , q denotes the propeller
speed. up = [up1, up2, … , upq]T with upi = |pi |pi , i = 1, 2, … , q.
It is worth mentioning that the pitch ratio of thrusters pi ∈
[−1, 1] is the actual inputs for the proposed scheme.

As aforementioned, the thrusters may occur the faults due
to the control signal transportation failures and other failures
caused by physical factors during operation, and the dead-zone
non-linearity are ubiquitous in actuators. Therefore, the fault
model [24, 25] and dead-zone model [26] are described as
Equations (7) and (8).

up = kpvp + 𝝐 (7)

vpi = DZ
(
𝜔pi

)
=

⎧⎪⎨⎪⎩
sr

(
𝜔pi − br

)
𝜔pi ≥ br

0 bl < 𝜔pi < br

sl

(
𝜔pi − bl

)
𝜔pi ≤ bl

(8)

where kp=diag{kp1, kp2, … , kpq} ∈ ℝq×q is the actuator effec-
tiveness coefficient matrix with 0 ≤ kpi ≤ 1, i = 1, 2, … , q, vp =

[vp1, vp2, … , vpq]T ∈ ℝq be a vector indicating actuator dead-
zone output, up is actuator output vector, 𝝐 = [𝜖1, 𝜖2, … , 𝜖q]T ∈
ℝq denotes the bias fault matrix. For the dead-zone model,
bl ≤ 0, br ≥ 0 are the break-points with |bl | ≠ |br |, sr > 0, sl >
0 denote the slopes with |sr | ≠ |sl |. The graphical representa-
tion of the dead-zone is shown in Figure 1(a). vpi is the dead-
zone output of ith actuator and𝜔pi denotes the dead-zone input
of the ith actuator. As for the fault model (7), there are four fault
modes, as explained in the following.

(1) kpi = 1 and 𝜖i = 0. This indicates that the ith actuator is
working normally.
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2070 ZHANG ET AL.

(2) 0 < kpi < 1 and 𝜖i = 0. This is a sign that the partial
loss of effectiveness (PLOE) is being experienced for the ith
actuator.

(3) kpi = 1 and 𝜖i ≠ 0. This is indicative of the bias fault from
the ith actuator.

(4) kpi = 0. This means that the ith actuator is suffering the
total loss of effectiveness (TLOE), that is upi = 𝜖i .

Assumption 1. The mass matrix M is positive-define and
invertible, following [27].

Assumption 2. [6, 27] d w is the bounded disturbance
vector, that is there exists a positive constant vector d̄ w =
[d̄wu, d̄wv , d̄wr ]T, such that dwu ≤ d̄wu , dwv ≤ d̄wv , dwr ≤ d̄wr . And d̄ w

is unknown for the control design.

Assumption 3. [28] The dead-zone parameters satisfy sr ≥ sr0,
sl ≥ sl 0, where sr0, sl 0 are all small positive constants.

Remark 1. In practice, the DP vehicle hull is port-starboard
symmetrical and approximately fore-aft symmetrical. There-
fore, Assumption 1 is automatically satisfied in the marine
practice. Assumption 2 is a common precondition for ship
motion control in the existing literatures. As for the dead-
zone actuator, it is with the feature of the insensitivity for
small control input signals. But it will be responseless for
arbitrary control input signals with the dead-zone parameters
sr = sl = 0, for example it is equivalent to the TLOE fault
at the moment. That is meaningless and insignificant. There-
fore, Assumption 3 is necessary and reasonable in practical
applications.

Remark 2. In marine engineering, the force coefficient is a con-
stant with 0 < 𝜅

i
≤ 𝜅i (ni ) ≤ 𝜅i , i = 1, 2, … , q, where 𝜅

i
and 𝜅i

are both unknown.
Actually, actual control inputs consist of the pitch ratio and

bearing angle of the rotatable thruster. To solve the thrust allo-
cation problem, the rotatable actuator could be extended as
two forces in horizon and vertical for the DP vehicle. Tak-
ing a marine vessel with two main propellers and one rotatable
thruster as an example, the extending operation is provided in
Equation (9).

𝝉 =

⎡⎢⎢⎢⎣
1 1 cos (𝛽3)

0 0 sin (𝛽3)

ly1 −ly2 lx3 sin (𝛽3)

⎤⎥⎥⎥⎦
⏟⎴⎴⎴⎴⎴⎴⏟⎴⎴⎴⎴⎴⎴⏟

The actual matrix T (𝛽)

⎡⎢⎢⎢⎣
𝜅1 0 0

0 𝜅2 0

0 0 𝜅3

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
u1

u2

u3

⎤⎥⎥⎥⎦

=

⎡⎢⎢⎢⎣
1 1 1 0

0 0 0 1

ly1 −ly2 0 lx3

⎤⎥⎥⎥⎦
⏟⎴⎴⎴⎴⎴⏟⎴⎴⎴⎴⎴⏟

The extended matrix

⎡⎢⎢⎢⎢⎣
𝜅1 0 0 0

0 𝜅2 0 0

0 0 𝜅3 0

0 0 0 𝜅3

⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣

u1

u2

u3x

u3y

⎤⎥⎥⎥⎥⎦

(9)

Besides, the equivalent control inputs u3x = u3 cos(𝛽3), u3y =
u3 sin(𝛽3). The actual control input p3 and 𝛽3 could be derived
based on Equation (10).

u3 = ||p3
||p3 =

√
u3x

2 + u3y
2, 𝛽3 = arctan

(
u3x , u3y

)
(10)

The marine practical constraints we took into account include
the dead-zone input, gain uncertainties, actuator faults and
unmodelled dynamics. The control objective of this paper is
to develop an improved composite adaptive fault-tolerant con-
troller (pitch ratio and bearing angle are used as the control
input) to deal with the above mentioned obstructions, such that
the dynamic positioning vehicle is maintained exactly in the pre-
set position with the desired attitude.

2.2 NNs-based function approximation

The radical basic function (RBF) neural networks (NNs) are
employed to address the problem of system uncertainty with its
excellent capability of function approximation. And the robust
neural damping term is further derived to improve the robust-
ness and the stability for the closed-loop system, and it is able
to perform the concise form and requires smaller computational
space in practice.

Lemma 1. [6, 27] For any given continuous function f (x) with

f (0) = 0, f (x) can be approximated as Equation (11) by employing

RBF NNs approximation and the continuous function separation tech-

nique.

f (x) = S(x)Ax + 𝜀x (11)

where x ∈ 𝔹x denotes the input vector, and 𝔹x is a compact set in ℝn.

S(x ) = [s1(x), s2(x), … , sl (x)] is a RBF vector with the form of Gaus-

sian function (12), and 𝜀x is the approximation error with its upper bound

being 𝜀x .

si (x) =
1√

2𝜋𝜚i

exp
⎛⎜⎜⎝−

(
x − 𝝁i

)T(
x − 𝝁i

)
2𝜚2

i

⎞⎟⎟⎠ (12)

In Equation (12), 𝝁i = [𝜇i1, 𝜇i2, … , 𝜇in] indicates the centre of the

receptive field and 𝜚i is the width of the Gaussian function, n denotes the

dimension number of the state vector x, i = 1, 2, … , l , l is the node num-

ber of NNs, and

A =

⎡⎢⎢⎢⎢⎣
𝜔11 𝜔12 ⋯ 𝜔1n

𝜔21 𝜔22 ⋯ 𝜔2n

⋮ ⋮ ⋱ ⋮

𝜔l 1 𝜔l 2 ⋯ 𝜔ln

⎤⎥⎥⎥⎥⎦
is the weight matrix.
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ZHANG ET AL. 2071

3 IMPROVED COMPOSITE ADAPTIVE
FAULT-TOLERANT CONTROLLER

3.1 Dead-zone inverse model

To eliminate the dead-zone effect, the dead-zone inverse model
in Equation (13) is introduced for the control design, which is
shown in Figure 1(b),

𝜔pi =
vpi + sr br

sr
Φr

(
vpi

)
+

vpi + sl bl

sl
Φl

(
vpi

)
(13)

where Φr (vpi ) and Φl (vpi ) are smooth continuous functions
with j = 1, 2, … , q, and their expressions could be described as
Equation (14).

Φr

(
vpi

)
=

e

vpi

a0

e
−

vpi

a0 + e

vpi

a0

, Φl

(
vpi

)
=

e
−

vpi

a0

e
−

vpi

a0 + e

vpi

a0

(14)

In Equation (14), a0 > 0 denotes a parameter defined by
designer. To facilitate the illustration, the dead-zone is param-
eterized as Equation (15),

vpi = −𝝑
T
i 𝝋i , i = 1, 2, … , q (15)

where

𝝑
T
i =

[
sr , sr br , sl , sl bl ] (16)

𝝋T
i =

[
−𝜖r𝜔pi , 𝜖r , −𝜖l 𝜔pi , 𝜖l

]
(17)

𝜖r =

{
1, vpi > 0
0, others

, 𝜖l =

{
1, vpi > 0
0, others

(18)

Since 𝝑 i is unknown and 𝝋i is unavailable, vpi could be
designed as Equation (19),

vdi = −𝝑̂
T
i 𝝋̂i , i = 1, 2, … , q (19)

where 𝝑̂ i is the estimation of 𝝑 i .

𝝑̂
T
i =

[
ŝr , ŝr br , ŝl , ŝl bl

]
(20)

𝝋̂
T
i =

[
−Φr

(
𝜔pi

)
𝜔pi , Φr

(
𝜔pi

)
, −Φl

(
𝜔pi

)
𝜔pi , Φl

(
𝜔pi

)]
(21)

Hence the ith actuator input𝜔pi could be derived as Equation
(22).

𝜔pi =
vdi + ŝr br

ŝr

Φr (vdi ) +
vdi + ŝl bl

ŝl

Φl (vdi ) (22)

The compensation error is given in Equation (23),

vpi − vdi = 𝝑̃
T
i 𝝋̂i + 𝛿i (23)

where 𝝑̃ i = 𝝑̂ i − 𝝑 i , 𝛿i = 𝝑
T
i (𝝋i − 𝝋̂i ). As described in [26], the

upper bound of 𝛿i could be derived as Equation (24).

|𝛿i | = |||𝝑T
i

(
𝝋i − 𝝋̂i

)|||

≤

⎧⎪⎪⎪⎨⎪⎪⎪⎩

1
2

e−1|sr − sl |a0 +
|sr br − sl bl |
e2br∕a0 + 1

, 𝜔pi ≥ br

max{sr , sl }|br − bl |, bl < 𝜔pi < br

1
2

e−1|sr − sl |a0 +
|sr br − sl bl |
e−2bl ∕a0 + 1

, 𝜔pi ≤ bl

= 𝛿̄i

(24)

It is noteworthy that 𝛿̄i is bounded for all t ≥ 0 and 𝛿̄i asymp-
totically converges 0 with 𝝑̂ i → 𝝑 i and a0 → 0.

3.2 Control design

Step 1: Define the error vector 𝜼e = 𝜼d − 𝜼, 𝜼d ∈ ℝ3 is the
desired attitude vector with its elements being constant. Then
𝜼̇e could be expressed as Equation (25).

𝜼̇e = 𝜼̇d − J(𝜓)v (25)

The virtual control 𝜶v is designed as Equation (26), where k𝜂

is the designed diagonal matrix with its diagonal elements being
positive.

𝜶v = J
−1(𝜓)k𝜂𝜼e (26)

To avoid the explosion of complexity, one employ the
dynamic surface control (DSC) technique here, that is let the
term 𝜶v pass through a first-order filter.

𝝔
v
𝜷̇v + 𝜷v = 𝜶v , 𝜷v

(0) = 𝜶v (0) (27)

In Equation (27), 𝝔
v
= diag{𝜚u, 𝜚v , 𝜚r } is the time constant

matrix and 𝜷v indicates the reference signal for the velocity vec-
tor v. Define ve = 𝜷v − v and 𝝌 v = 𝜶v − 𝜷v , the derivative of
𝝌 v could be derived as Equation (28),

𝝌̇ v = −𝜷̇v + 𝜶̇v

= −𝝔−1
v
𝝌 v + Rv

(
𝜼e, 𝜼̇e, 𝜓, r

)
=

∑
i=u,v,r

(
−𝜚−1

i 𝜒i + Ri

(
𝜼e, 𝜼̇e, 𝜓, r

)) (28)
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2072 ZHANG ET AL.

where Rv(⋅) = [Ru (⋅),Rv (⋅),Rr (⋅)]T denotes a continuous func-
tions vector, and its elements satisfy the condition that|Ru (⋅)| ≤ R̄u , |Rv (⋅)| ≤ R̄v , |Rr (⋅)| ≤ R̄r with R̄u, R̄v , R̄r being
the unknown positive constants. The error vector 𝜼e could be
rewritten as Equation (29).

𝜼̇e = 𝜼̇d − J(𝜓)
(
𝜶v − 𝝌 v − ve

)
= −k𝜂𝜼e + J(𝜓)𝝌 v + J(𝜓)ve

(29)

Step 2: According to Equation (1), one can obtain Equation (30),

v̇e = 𝜷̇v − M
−1[−Dl v − Dn(v) + T (𝛽)𝜿(n)up + d w ] (30)

The RBF NNs is employed to solve the system uncertainty
Dl v + Dn(v) by fusion of lemma 1.

F nn(v) = S v̄ (v)Av̄v + 𝜺 v̄

=
⎡⎢⎢⎣
Su (v) 0 0

0 Sv (v) 0
0 0 Sr (v)

⎤⎥⎥⎦
⎡⎢⎢⎣
Au

Av

Ar

⎤⎥⎥⎦
⎡⎢⎢⎣
u

v

r

⎤⎥⎥⎦ +
⎡⎢⎢⎣
𝜀u

𝜀v

𝜀r

⎤⎥⎥⎦
= S v̄ (v)Av̄𝜷v − Sv̄ (v)Av̄ve + 𝜺 v̄

= S v̄ (v)Av̄𝜷v − bvSv(v)𝝎v + 𝜺 v̄

(31)

In Equation (31), F nn(v) = [ fnu (v), fnv (v), fnr (v)]T ∈ ℝ3

contains three RBF NNs, which are chosen to deal with
the uncertainty for the u, v, r subsystems. Sv̄ (v) ∈ ℝ3×3l ,
Av̄ ∈ ℝ3l×3. In fact, Su (v) = Sv (v) = Sr (v) since they are
with the same input vector v. Av̄ = [Au,Av ,Ar ]T ∈ ℝ3, 𝜺 v̄ =
[𝜀u, 𝜀v , 𝜀r ]T ∈ ℝ3, and 𝜺̄ v̄ is the upper bound vector of 𝜺 v̄ . In
addition, bv = ‖Av̄‖F,A

m
v̄ = Av̄∕‖Av̄‖F, thus one can obtain

𝝎v = A
m
v̄ ve and bv𝝎v = Av̄ve . Then one can construct the robust

neural damping term 𝜻 , as shown in Equation (32),

𝜻 = Sv̄ (v)Av̄𝜷v + 𝜺 v̄ − d w

≤ Sv̄ (v)Av̄𝜷v + 𝜺̄ v̄ − d̄ w

≤ 𝜌v𝜙v (⋅)

(32)

where 𝜙v (⋅) = 1 + ‖S v̄ (v)‖‖𝜷v‖, 𝜌v = max{‖Av̄‖F, ‖d̄ w‖ +‖𝜺̄v‖}. Equation (33) could be obtained on the basis of the
Young’s inequality.

vT
e 𝜻 − bvv

T
e Sv̄ (v)𝝎v

≤ 𝜙2
v vT

e kvnve

4
+

𝜌2
v

𝜆min{kvn}
+

‖S v̄ (v)‖2
FvT

e kvnve

4

+
b2

v𝝎
T
v 𝝎v

𝜆min{kvn}

= Φv (⋅)vT
e kvnve +

𝜌2
v

𝜆min{kvn}
+

b2
v𝝎

T
v 𝝎v

𝜆min{kvn}

(33)

In Equation (33), Φv (⋅) = (1∕4)(𝜙2
v + ‖S v̄ (v)‖2

F), kvn is the
designed positive diagonal parameter matrix.

On the basis of above analysis, the error dynamic (30) can be
rewritten as Equation (34).

v̇e = M
−1(

M𝜷̇v + 𝜻 − bvS v̄ (v)𝝎v − T (𝛽)𝜿(n)up

)
(34)

By incorporating the actuator fault model (7), the dead-zone
model (8), dead-zone inverse model (13) and error dynamics
(34), it yields Equation (35),

v̇e = M
−1(

M𝜷̇v + 𝜻 − bvS v̄ (v)𝝎v − T (𝛽)𝜿(n)𝝐

−T (𝛽)𝜿(n)kp

(
vp − vd + vd

))
= M

−1(
M𝜷̇v + 𝜻 − bvS v̄ (v)𝝎v − T (𝛽)𝜿(n)kpA

−T (𝛽)𝜿(n)kp𝜹 − T (𝛽)𝜿(n)kpvd − T (𝛽)𝜿(n)𝝐
)

(35)

where vp − vd = A + 𝜹 by virtue of Equation (23),
and vd = [vd 1, vd 2, … , vdq]T, 𝜹 = [𝛿1, 𝛿2, … , 𝛿q]T, A =

[𝝑1
T
𝝋̂1, 𝝑̃

T
2 𝝋̂2, … , 𝝑̃

T
q 𝝋̂q]T.

In the practice engineering, the thruster force coefficient
𝜅i (⋅) and actuator fault parameters kpi , 𝜖i are unknown and
may bring about the system gain uncertainty. To ascertain these
terms, one can define g

p
= diag{gp1, gp2, … , gpq} = 𝜿(n)kp,

𝝕 p = −𝜿(n)(kp𝜹 + 𝝐 ), then it can be obtained that
𝝀 = diag{𝜆1, 𝜆2, … , 𝜆q} = diag{1∕gp1, 1∕gp2, … , 1∕gpq}, 𝜽 =

diag{𝜃1, 𝜃2, … , 𝜃q} = 𝝀sup‖𝝕 p‖𝝃 , where 𝝃 = [1, 1, … , 1]T.

The adaptive parameters 𝜆̂i , 𝜃̂i are designed to estimate 𝜆i , 𝜃i .
They are updated online to compensate the gain uncertainties,
actuator faults and dead-zone constraints. According to the
above analysis, one can obtain Equation (36).

v̇e = M
−1
(

M𝜷̇v + 𝜻 − bvSv̄ (v)𝝎v − T (𝛽)g
p
A

−T (𝛽)g
p
vd + T (𝛽)𝝕 p

) (36)

The immediate control variable 𝜶u = [𝛼up, 𝛼vp, 𝛼r p]T are
designed as Equation (37) for the thrust term T (𝛽)𝜿(n)vd . The
actual control law for the dead-zone input𝝎p is derived as Equa-
tion (38),

𝜶u = kvve + 𝜷̇v + Φv (⋅)kvnve + J
T(𝜓)𝜼e (37)

p = sgn(𝝎p)∗̇
√|𝝎p|

vd = diag{𝜆̂1, 𝜆̂2, … , 𝜆̂q}T
†(𝛽)𝜶u − diag{𝜃̂1, 𝜃̂2, … , 𝜃̂q}𝚯

(38)

where 𝚯 = [tanh(𝜃̂1(ve + 𝜸zz)TT 1(⋅)∕𝜀), … , tanh(𝜃̂q (ve +

𝜸zz)TT q (⋅)∕𝜀)]T with 𝜀 > 0, T
†(𝛽) is the pseudo inverse

of T (𝛽), T i (⋅) denotes the ith column of the matrix T (⋅),
𝝎p = [𝜔p1, 𝜔p2, … , 𝜔pq]T ∈ ℝq .
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ZHANG ET AL. 2073

FIGURE 2 The conceptual signal flow diagram for the proposed scheme

To further improve parameter estimation accuracy, one
employs the SPEM (39) to estimate the velocity variable. The
SPEM is designed on the basis of Equation (34) and the corre-
sponding prediction error is z = v̂ − v, where 𝝇 is the designed
diagonal parameter matrix.

̇̂v = 𝜶u − Φv (⋅)kvnve − 𝝇z (39)

The composite adaptive laws are presented as Equations
(40)–(42). They are with the concise form and robustness, which
is more in accordance with requirements for the practice engi-
neering,

̇̂𝝑 i = 𝚪𝜗i

[(
ve + 𝜸zz

)T
T i (⋅)𝝋̂i − 𝜎𝜗i

(
𝝑̂ i − 𝝑̂ i (0)

)]
(40)

̇̂𝜆i = Γ𝜆i

[ ∑
k=u,v,r

∑
j=u,v,r

T
†

i j
(⋅)Tki (⋅)

(
ke + 𝛾zkzk

)
𝛼 jp

−𝜎𝜆i

(
𝜆̂i − 𝜆̂i (0)

)]
(41)

̇̂𝜃i = Γ𝜃i

[(
ve + 𝜸zz

)T
T i (⋅) − 𝜎𝜃i

(
𝜃̂i − 𝜃̂i (0)

)]
(42)

where 𝚪𝜗i is the positive-definite matrix, and Γ𝜆i , Γ𝜃i , 𝜎𝜗i , 𝜎𝜆i ,
𝜎𝜃i all are the design parameters, 𝜸z = diag{𝛾zu, 𝛾zv , 𝛾zr } is the
designed parameter matrices.

To sum up, the aforementioned improved composite adap-
tive fault-tolerant controller is designed by fusion of the com-
posite intelligent learning technique, fault estimation method
and dead-zone inverse compensation strategy. The conceptual
signal flow diagram of the proposed controller is shown in
Figure 2.

Remark 3. The proposed improved composite adaptive con-
trol scheme overcomes one major obstacle for the application
of composite neural learning technology, for example it would
relax the strict assumption in [28] that the control gain func-
tions could be known precisely. The aim of this paper is to com-
bine the control gain with actuator fault parameters and they
are handled as adaptive updating law. The prediction error z

between the system state and its estimation value is employed to
construct the composite adaptive laws (40)–(42). By combining
with the prediction error, the accuracy of parameter estimation

is enhanced significantly. As for the composite law (40), the pre-
diction error improves the estimation accuracy for the unknown
dead-zone parameters, which could compensate the dead-zone
non-linearities more precisely. Only two gain and fault related
adaptive laws (41),(42) are required to compensate the pertur-
bation caused by gain uncertainty and actuator failures. And the
compensation accuracy is improved markedly because of the
existence of the prediction error. Hence the proposed algorithm
has a wider range of applicability in the marine industry.

4 STABILITY ANALYSIS

In this section, the stability analysis is stated as follows.

Theorem 1. Consider the closed-loop system containing the

DP vehicle model (1) holding assumption 1-3, the control vari-

able (26)(37), the composite dead-zone update law (40), and

composite adaptive law (41)(42). The initial condition satisfies

𝜼e (0)T𝜼e (0) + ve (0)Tve (0) + 𝝌 v (0)T𝝌 v (0) + z(0)Tz(0) +∑q

i=1 𝝑̃ i (0)T𝝑̃ i (0) +
∑q

i=1 𝝀̃
2
i (0) +

∑q

i=1 𝜽̃
2
i (0) ≤ Δ with

any Δ > 0, i = 1, 2, … , q. All the signals are semi-global uni-

formly ultimately bounded (SGUUB) by tuning the parameters

k𝜂,kv ,kvn, 𝝔v
, 𝝇, 𝚪𝜗i , 𝝈𝜗i , 𝜸z , Γ𝜆i , Γ𝜃i , 𝜎𝜆i , 𝜎𝜃i approximately.

Proof. On the basis of the control design process, the Lyapunov
function candidate could be constructed as Equation (43).

V =
1
2
𝜼T

e 𝜼e +
1
2

vT
e Mve +

1
2
𝝌T

v 𝝌 v +
1
2

zT𝜸zz

+
1
2

q∑
i=1

gpi 𝝑̃
T
i 𝚪

−1
𝜗i 𝝑̃ i +

1
2

q∑
i=1

gpi 𝜆̃
2
i

Γ𝜆i
+

1
2

q∑
i=1

gpi 𝜃̃
2
i

Γ𝜃i

(43)

Then the time derivative of V̇ can be presented as Equation
(44).

V̇ =𝜼T
e 𝜼̇e + vT

e Mv̇e + 𝝌T
v 𝝌̇ v + zT𝜸z ż

+

q∑
i=1

gpi 𝝑̃
T
i 𝚪

−1
𝜗i

̇̃𝝑 i +

q∑
i=1

gpi 𝜆̃i
̇̃𝜆i

Γ𝜆i
+

q∑
i=1

gpi 𝜃̃i
̇̃𝜃i

Γ𝜃i

(44)

By using the Young’s inequality, one can obtain Equations
(46), (48), and Equations (45)–(49) would be incorporated in
the further derivation.

vT
e Mv̇e = vT

e

(
M𝜷̇v + 𝜻 − bvSv̄ (v)𝝎v − 𝜶u + 𝜶u

− T (𝛽)g
p
A − T (𝛽)g

p
vd + T (𝛽)𝝕 p

)
≤ −vT

e kvve − vT
e J

T(𝜓)𝜼e +
𝜌2

v

𝜆min{kvn}

+
b2

v𝝎
T
v 𝝎v

𝜆min{kvn}
+ vT

e

[
(M − I)𝜷̇v + 𝜶u

− T (𝛽)g
p
A − T (𝛽)g

p
vd + T (𝛽)𝝕 p

]
(45)
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2074 ZHANG ET AL.

𝝌T
v 𝝌̇ v + 𝜼T

e J(𝜓)𝝌 v

= 𝝌T
v

(
−𝝔−1

v
𝝌 v + Rv

(
𝜼e, 𝜼̇e, 𝜓, r

))
+ ‖‖𝜼e

‖‖2

+
‖‖J(𝜓)𝝌 v

‖‖2

4

= −
∑

i=u,v,r

(
−𝜚−1

i 𝜒2
i + 𝜒iRi

(
𝜼e, 𝜼̇e, 𝜓, r

))
+ ‖‖𝜼e

‖‖2
+

‖‖𝝌 v
‖‖2

4

≤ −
∑

i=u,v,r

[(
1
𝜚i

−
1
4
−

R̄2
i

2b

)
𝜒2

i −
b

2
+ (1

−
R2

i

R̄2
i

)
𝜒2

i R̄2
i

2b

]
+ ‖‖𝜼e

‖‖2

≤ −
∑

i=u,v,r

(
1
𝜚i

−
1
4
−

R̄2
i

2b

)
𝜒2

i
+

3b

2
+ ‖‖𝜼e

‖‖2

(46)

zT𝜸z ż = zT𝜸z

(
𝜶u − Φv (⋅)kvnve − 𝝇z − v̇

)
= zT𝜸z𝜶u − Φv (⋅)zT𝜸zkvnve − zT𝜸z𝝇z

+ zT𝜸z

(
𝜷̇v − v̇

)
− zT𝜸z 𝜷̇v

= zT𝜸z

[
(M − I)𝜷̇v + 𝜶u − T (𝛽)g

p
A

−T (𝛽)g
p
vd + T (𝛽)𝝕 p

]
− zT𝜸z𝝇z

(47)

vT
e (M − I)𝜷̇v = vT

e (M − I)𝝔−1
v
𝝌 v

≤ ‖‖‖(M − I)𝝔−1
v

‖‖‖2

F
‖ve‖2

+
1
4
‖‖𝝌 v

‖‖2
(48)

𝝎T
v 𝝎v = ‖‖A

m
v̄
‖‖

=
𝝎T

u,1𝝎u,1 + 𝝎T
u,2𝝎u,2 +⋯+ 𝝎T

r ,3𝝎r ,3‖Av̄‖2
F

vT
e ve

= vT
e ve

(49)

Incorporating Equations (45)–(49) in the calculation, it yields
Equation (50), where b indicates a positive small constant for
the analysis.

V̇ ≤ −
(
𝜆min{k𝜂} − 1

)
𝜼T

e 𝜼e −
∑

i=u,v,r

(
1
𝜚i

−
1
2
−

R̄2
i

2b

)
𝜒2

i

−

(
𝜆min{kv} −

‖‖‖(M − I)𝝔−1
v

‖‖‖2

F
−

b2
v

𝜆min{kvn}

)
vT

e ve

− 𝜆min{𝜸z𝝇}z
Tz +

(
ve + 𝜸zz

)T[
𝜶u − T (𝛽)g

p
A

− T (𝛽)g
p
vd + T (𝛽)𝝕 p

]
+

q∑
i=1

gpi 𝜆̃i
̇̂𝜆i

Γ𝜆i
+

q∑
i=1

gpi 𝜃̃i
̇̂𝜃i

Γ𝜃i

+

q∑
i=1

gpi 𝝑̃
T
i 𝚪

−1
𝜗i

̇̂𝝑 i +
𝜌2

v

𝜆min{kvn}
+

3b

2
(50)

Then the time derivative V̇ is derived as Equation (53) with
Equations (38), (51), (52).

(
ve + 𝜸zz

)T
T (𝛽)𝝕 p =

(
ve + 𝜸zz

)T
T (𝛽)g

p
𝜽

=

q∑
i=1

gpi𝜃i

∑
k=u,v,r

(
ke + 𝛾zkzk

)
Tki (⋅)

=

q∑
i=1

gpi

(
𝜃̂i − 𝜃̃i

) ∑
k=u,v,r

(
ke + 𝛾zkzk

)
Tki (⋅)

≤
q∑

i=1

gpi

⎡⎢⎢⎢⎣𝜃̂i

(
ve + 𝜸zz

)T
T i (⋅)tanh

⎛⎜⎜⎜⎝
𝜃̂i

(
ve + 𝜸zz

)T
T i (⋅)

𝜀

⎞⎟⎟⎟⎠
+ 0.2785𝜀] −

q∑
i=1

gpi 𝜃̃i

(
ve + 𝜸zz

)T
T i (⋅) (51)

(
ve + 𝜸zz

)T
𝜶u

=
(

ve + 𝜸zz

)T
T (𝛽)g

p
𝝀T

†(𝛽)𝜶u

=
(

ve + 𝜸zz

)T
T (𝛽)g

p

(
𝝀̂ − 𝝀̃

)
T

†(𝛽)𝜶u

= −

q∑
i=1

gpi 𝜆̃i

∑
k=u,v,r

∑
j=u,v,r

T
†

i j
(⋅)Tki (⋅)

(
ke + 𝛾zkzk

)
𝛼 jp

+
(

ve + 𝜸zz

)T
T (𝛽)g

p
𝝀̂T

†(𝛽)𝜶u (52)

V̇ ≤ −
(
𝜆min{k𝜂} − 1

)
𝜼T

e 𝜼e −
∑

i=u,v,r

(
1
𝜚i

−
1
2
−

R̄2
i

2b

)
𝜒2

i

−

(
𝜆min{kv} −

‖‖‖(M − I)𝝔−1
v

‖‖‖2

F
−

b2
v

𝜆min{kvn}

)
vT

e ve

− 𝜆min{𝜸z𝝇}z
Tz −

q∑
i=1

gpi 𝜃̃i

(
ve + 𝜸zz

)T
T i (⋅)

−

q∑
i=1

gpi 𝜆̃i

∑
k=u,v,r

∑
j=u,v,r

T
†

i j
(⋅)Tki (⋅)

(
ke + 𝛾zkzk

)
𝛼 jp

+

q∑
i=1

gpi 𝜆̃i
̇̂𝜆i

Γ𝜆i
+

q∑
i=1

gpi 𝜃̃i
̇̂𝜃i

Γ𝜃i
+

q∑
i=1

gpi 𝝑̃
T
i 𝚪

−1
𝜗i

̇̂𝝑 i

+
𝜌2

v

𝜆min{kvn}
+

3b

2
(53)
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ZHANG ET AL. 2075

FIGURE 3 Thruster configuration diagram of the supply marine vehicle

Submitting Equations (40)–(42) into Equation (53), one
could obtain Equation (54),

V̇ ≤ −
(
𝜆min{k𝜂} − 1

)
𝜼T

e 𝜼e −
∑

i=u,v,r

(
1
𝜚i

−
1
2
−

R̄2
i

2b

)
𝜒2

i

−

(
𝜆min{kv} −

‖‖‖(M − I)𝝔−1
v

‖‖‖2

F
−

b2
v

𝜆min{kvn}

)
vT

e ve

− 𝜆min{𝜸z𝝇}z
Tz −

q∑
i=1

𝜎𝜗i inf{gpi}𝝑̃
T
i 𝝑̃ i

2

−

q∑
i=1

𝜎𝜆i inf{gpi}𝜆̃
2
i

2
−

q∑
i=1

𝜎𝜃i inf{gpi}𝜃̃
2
i

2
+ Δ (54)

where Δ = 𝜌2
v∕𝜆min{kvn} + 3b∕2 +

∑q

i=1 0.2785𝜀 sup{gpi} +∑q

i=1 sup{gpi}((𝜎𝜆i∕2)(𝜆i − 𝜆̂i (0))2 + (𝜎𝜃i∕2)(𝜃i − 𝜃̂i (0))2 +

(𝜎𝜗i∕2)(𝝑 i − 𝝑̂ i (0))T(𝝑 i − 𝝑̂ i (0))).
Furthermore, Equation (54) could be further derived as

Equation (55) with a = min{(𝜆min{k𝜂} − 1), (
∑

i=u,v,r (1∕𝜚i −

1∕2 − R̄2
i ∕2b)), (𝜆min{kv} − 1∕𝜆min{kvn} − ‖(M − I)𝝔−1

v
‖2

F),
𝜆min{𝜸z𝝇}, (𝜎𝜆1Γ𝜆1∕2), … , (𝜎𝜆qΓ𝜆q∕2), (𝜎𝜃1Γ𝜃1∕2), … ,

(𝜎𝜃qΓ𝜃q∕2)}.

V̇ ≤ −2aV + Δ (55)

By integrating Equation (55), one could obtain that V (t ) ≤
(V (0) − (Δ∕2a)) exp (−2at ) + (Δ∕2a). By fusion of the closed-
loop gain shaping algorithm [29], V (t ) could converge to Δ∕2a

with t → ∞, and the term Δ is able to achieve small enough by
tuning the designed parameters. Thus, all the error variables of
the closed-loop system are SGUUB under the proposed control
scheme. □

5 NUMERICAL SIMULATIONS

To verify and evaluate the effectiveness and merits of the
proposed algorithm, the numerical simulations, including the

TABLE 1 Model parameters

Items Value Items Value

Xu̇ −0.7212 × 106 Yv̇ −3.6921 × 106

Yṙ −1.0234 × 106 Iz − Nṙ 3.7454 × 109

Xu 5.0242 × 104 Yv 2.7229 × 105

Yr −4.3933 × 106 Y|v|v 1.7860 × 104

X|u|u 1.0179 × 103 Y|v|r −3.0068 × 105

Nv −4.3821 × 106 Nr 4.1894 × 108

N|v|v −2.4684 × 105 N|v|r 6.5759 × 106

comparative experiment and the experiment with dead-zone
constraints and actuator faults, are provided in this section. For
this purpose, one consider the supply marine vehicle (length of
76.2 m, mass of 4.591 × 106 kg) as the plant. Figure 3 shows
thruster configuration for the supply marine vehicle. The model
parameters for the plant are provided in Table 1.

The environment disturbances are simulated by fusion of the
physical-based mathematical model, that is the JONSWAP wave
spectrums and the NORSOK wind spectrums are employed to
generate the wind-generated wave and sea wind, respectively. As
for the model, the detailed descriptions have been provided in
[30]. Figure 4 shows the two-dimensional (2-D) wind field and
the corresponding wind-generated waves with the mean wind
speed Vwind = 16.3 m∕s and wind direction 𝜓wind = 90 deg.
And the simulated environment disturbances would be applied
to the numerical simulations.

5.1 Comparative experiment

In this section, the proposed algorithm will be com-
pared with the one in [8] considering dead-zone input
to illustrate the superiority of the dead-zone compen-
sation mechanism. In this experiment, the desired atti-
tude is 𝜼d = [10 m, 10 m, 120 deg]T. The initial states
of the DP vehicle are [x(0), y(0), 𝜓(0), u(0), v(0), r (0)] =
[0 m, 0 m, 135 deg, 0 m∕s, 0 m∕s, 0 deg∕s] and the corre-
sponding design parameters are shown in Equation (56). The
extending operation discussed in Remark 2 is required since
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2076 ZHANG ET AL.

the supply marine vehicle is equipped with a rotatable thruster.
So the design parameters 𝚪𝜆, 𝚪𝜃, 𝝈𝜆, 𝝈𝜃 consist of seven ele-
ments. In addition, the RBF NNs for F nn(v) contain 25 nodes
and its centres spaced of u, v, r are [−2.5 m∕s, 2.5 m∕s],
[−2.5 m∕s, 2.5 m∕s] and [−0.6 rad∕s, 0.6 rad∕s], respectively.

𝚪𝜆 = [0.7, 0.7, 0.3, 0.1, 0.2, 0.4, 0.3]T,k𝜂 = diag{0.3, 0.3, 0.1},

𝚪𝜃 = [0.6, 0.5, 0.5, 0.2, 0.4, 0.1, 0.4]T,kv = diag{0.2, 0.2, 5.5},

𝝈𝜆 = [4.2, 4.2, 6.3, 4.8, 4.2, 5.5, 7.6]T, sr = 1.8, sl = 2.8,

𝝈𝜃 = [4.5, 4.6, 5.3, 3.9, 5.6, 6.7, 5.8]T, br = 0.8, bl = −0.55,

kvn = diag{0.3, 0.072, 0.78}, 𝝇 = diag{0.9, 1.5, 0.9},

𝝔
v
= diag{0.01, 0.01, 0.01}, 𝜸z = diag{0.24, 0.4, 0.24},

(56)

Remark 4. The parameter settings in numerical simulations are
tuned on the basis of the trial and error strategy. Taking the
control parameter as an example, the large gain coefficient can
ensure the control performance of the plant. However, that
might give rise to the unexpected large control signals, which
would cause the actuator input exceed the constraint. There-
fore, in the process of parameters adjustment, the parameters
k𝜂,kv , … ,kvn should be set as a large value respectively. Subse-
quently, one can decrease these parameters gradually to obtain
the satisfying system performance under the actuator input con-
straint by testing the simulation runs. Other parameter settings
are similar to the above parameter selection method, which
needs no further elaboration here.

MSE =
1

t∞ − t0 ∫
t∞

t0

|e(t )|2dt

MAE =
1

t∞ − t0 ∫
t∞

t0

|u(t )|dt (57)

FIGURE 5 Comparison of the dynamic positioning control trajectory

MAE =
1

t∞ − t0 ∫
t∞

t0

|u(t + 1) − u(t )|dt

The corresponding comparative results are shown in Fig-
ures 5–7. Based on these results, one can conclude that the
proposed algorithm is with more superior control performance
compared with the results in [8]. Figure 8 shows the estimation
error for the velocity variables. It is easy to see that the estima-
tion error can converge approximately to 0 under the marine
environment disturbance. That proves a fact that the estimator
is with good prediction performance. And Figure 9 shows the
curves of the estimation for dead-zone parameters. It is not hard
to see that the proposed algorithm is with great parameter esti-
mation performance for the dead-zone. To further evaluate the
both algorithms, one employ three performance specifications
(57) for the quantitative analysis, that is the mean square error
(MSE ), the mean absolute control effort (MAE ), the mean total
variation (MTV ) of the control. MSE is utilized to measure the

FIGURE 4 Environment disturbances: (a) 2-D wind field. (b) The corresponding wind-generated waves
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ZHANG ET AL. 2077

FIGURE 6 Comparison of the attitude variables x, y, 𝜓

FIGURE 7 Comparison of the control efforts 𝜏u , 𝜏v , 𝜏r

response performance, and smaller MAE and MTV denote less
energy consumption and better smoothness property respec-
tively. The corresponding quantitative results are provided in
Table 2. Based on the quantitative analysis, one could conclude
that the proposed algorithm is with better servo and regulatory

FIGURE 8 The estimation errors zu , zv , zr for the velocity variables u, v, r

FIGURE 9 The estimation of dead-zone parameters

performance and less energy consumption. In addition, the held
computer memory (MH ) is employed to evaluate the comput-
ing burden for the both algorithms, and the comparative results
are given in Table 3. The results imply that the proposed algo-
rithm has the superiority in simplifying computation.
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2078 ZHANG ET AL.

TABLE 2 Quantitative comparison of performances for the proposed
algorithm and the one in [8] considering dead-zone

Indexes Items

The proposed

algorithm

The algorithm in [8]

considering dead-zone

xe (m) 1.9863 4.8498

MSE ye (m) 2.9342 7.8481

𝜓e (deg) 0.7785 5.5464

𝜏u (N) 4.7467 × 103 3.7844 × 104

MAE 𝜏v (N) 1.6097 × 104 5.1489 × 104

𝜏r (N ⋅ m) 2.2042 × 105 7.7945 × 105

𝜏u (N) 8.7401 70.8486

MTV 𝜏v (N) 30.1550 48.4644

𝜏r (N ⋅ m) 220.9221 1587.8164

TABLE 3 Comparison of the computation load for the proposed
algorithm and the one in [8] considering dead-zone

Indexes IPC type

The proposed

algorithm

The algorithm in [8]

considering dead-zone

CPU (i7 − 4710) 364, 685 KB 464, 787 KB

2.70 GHz

MH CPU (i5 − 7200U ) 566, 824 KB 721, 355 KB

2.50 GHz

CPU (J 1900) 635, 354 KB 785, 278 KB

1.99 GHz

5.2 Experiment with actuator faults

In this section, an experiment is provided to verify the effec-
tiveness of the fault compensation mechanism under the dead-
zone constraints. For this purpose, all thrusters and propellers
are chosen as the actuators with a dead-zone constraints, and
the dead-zone parameters are consistent with those parame-
ters in the comparative experiment. Figure 10 shows the ship
motion trajectory under dead-zone constraints and actuator
faults, where the initial attitude is 𝜼 = [0 m, 6 m, 136 deg]T, the
desired attitude is 𝜼d 1 = [10 m, 24 m, 120 deg]T during the time
t ∈ [0, 500], the desired attitude is 𝜼d 2 = [16 m, 0 m, 140 deg]T

during the time t ∈ (500, 1000], and the desired attitude is
𝜼d 3 = [8 m, −40 m, 160 deg]T during the time t ∈ (1000, 1500].
Note that the vessels in Figure 9 only denote the heading sta-
bilizing at corresponding desired attitude. Furthermore, a bias
fault (kp5 = 1, 𝜖5 = 0.1) is set at 800s for NO.5 actuator, and
the PLOE fault (kp3 = 0.3, 𝜖3 = 0) and bias fault (kp1 = 1,
𝜖1 = 0.2) are simultaneously set at 1300s for NO.3 and NO.1
actuator respectively. And the corresponding curves are shown
in Figures 10 and 11 under the proposed compensation scheme.
The curves of control input pi as well as 𝛽6 are provided in
Figure 10, it is easy to see that the dead-zone constraints and
actuator faults are compensated successfully from the these
curves. The controller is able to compensate dead-zone con-

FIGURE 10 The ship motion trajectory with dead-zone constraints and
actuator faults

FIGURE 11 Actual control inputs with dead-zone constraints and
actuator faults

straints and actuator faults by properly allocating the input to
each actuator. Moreover, the curve of 𝛽6 occurs jumping phe-
nomenon in Figure 11, which does not seem to be satisfactory.
But that’s not the case. Actually, the range of the bearing angle
𝛽6 is (−180 deg, 180 deg], and there exist a transforming oper-
ation for the rotatable thruster in practical engineering. So the
curve is smooth and reasonable. The composite adaptive laws
associated with gain and fault are shown in Figure 12, they have
the ability to compensate the unknown gain uncertainties and
actuator faults by updating themselves online.
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ZHANG ET AL. 2079

FIGURE 12 Composite adaptive law 𝜆̂i and 𝜃̂i with dead-zone
constraints and actuator faults

6 CONCLUSION

This paper presents a composite adaptive DP control algorithm
in the presence of the dead-zone non-linearities and actuator
faults by virtue of the DSC, NNs and robust neural damping
technique. The composite intelligent learning methodology is
applied to the DP vehicle to improve the control performance
and compensation accuracy. Furthermore, the adaptive smooth
inverse function is employed in dead-zone model to compensate
the dead-zone non-linearity. Only two adaptive parameters are
required to release the constraints of gain uncertainty and actu-
ator faults for each actuator. The effectiveness of the proposed
algorithm is verified by the comparative experiment and the
experiment with actuator faults. In the comparative experiment,
the compared algorithm is added the dead-zone constraints to
illustrate the validity of the proposed compensation scheme.

Note, this work cannot attend to every detail of the control
design, for example the uncertainty and imprecision of the dead-
zone parameters in practical applications, non-linear dynamics
in the actuator. That would be the further problem to be solved
in the following works.
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