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A B S T R A C T

Workplace surveillance is a sociotechnical practice shaped by both human actors and digital technology. 
Although existing surveillance frameworks acknowledge the role that social context plays in shaping the out-
comes of surveillance, they overlook the impact organisational culture, leadership, management, and employees 
have on shaping its characteristics. Current frameworks also underplay the influence of digital technology and 
fail to account for the impact modern digital technologies, such as artificial intelligence algorithms, have on 
shaping the characteristics of surveillance. Through an inductive approach that synthesises and integrates sur-
veillance concepts and theories, this paper identifies and develops the characteristics of surveillance (i.e., pur-
pose, observer, target, direction, transparency, and intrusiveness) as well as the specific social and technological 
elements shaping each characteristic. By integrating these dimensions, this paper produces an innovative soci-
otechnical framework that provides academics and practitioners with a detailed understanding of the various 
types of surveillance engendered in different organisational settings. This paper also sheds light on how the social 
and technological elements interact to shape the characteristics of surveillance, the negative outcomes and 
ethical challenges arising from each characteristic, and approaches to mitigating these negative effects. In 
addition, practical recommendations are offered to guide organisations with the responsible implementation of 
surveillance through a participatory process aligned with organisational policies and legal and regulatory re-
quirements. These practical recommendations can also help organisations reduce resistance, improve trust be-
tween employers and employees, mitigate negative outcomes, avoid ethical concerns, and increase acceptance of 
surveillance.

1. Introduction

With the advent of the COVID-19 pandemic and the subsequent in-
crease in the number of people working remotely, employees have found 
themselves subjected to an increasing sarray of surveillance practices 
underpinned by digital technology (Mettler, 2023), including artificial 
intelligence (AI), machine learning algorithms, body implants, bio-
metric devices, sensors, social networks, and workplace analytics. 
Amazon, for example, captures every minute of workers’ time off task (e. 
g., time spent in the bathroom or talking to colleagues) using radio 
frequency handheld scanners, with those who exceed 30  minutes on 
three separate days being fired for breaching thresholds (Parkes, 2023). 
Employers also use laptop monitoring software to take snapshots of 
employee screens and provide performance scores that measure com-
puter activity. Elsewhere, construction workers have been forced to use 

biometric sign-ins and GPS tracking apps to monitor their productivity 
(Big Brother Watch, 2024). Through the collection of increasingly per-
sonal and sensitive data that may not be related to work, such as em-
ployees’ beliefs, likes, emotions, wellness, fitness, and health, digital 
technologies provide employers with the ability to compare sensed in-
formation with predefined standards and thresholds to determine 
whether they have achieved organisational expectations (Ball, 2021; 
Mettler, 2023; Seppänen et al., 2025).

Although digital technologies can extend employers’ surveillance 
capabilities, social actors within an organisation’s particular social 
context play a vital role in shaping the development and use of sur-
veillance practices. Indeed, Lyon (2003) argues that the interconnec-
tedness between the social and technological dimensions of surveillance 
practices are used to manage populations. He purports that while 
computers sort out transactions, interactions, visits, calls, and other 
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activities to permit or deny access to events, experiences, and processes, 
“socio-technical surveillance systems are also affected by people 
complying with, negotiating, or resisting surveillance” (Lyon, 2003, p. 
14).

In the narrower context of the workplace, Ball’s (2002) surveillance 
framework argues that the social and technological dimensions of sur-
veillance comprise four elements, perpetuated through interactions be-
tween technology and people: representation, relating to the material 
aspects of a person captured and inscribed by technology; meaning, 
referring to the socially constructed interpretation of data about those 
subjected to surveillance; manipulation, referring to how elements of 
surveillance regulate and configure power relations; and intermediation, 
referring to how surveillance is sustained. The psychology-focused ty-
pology by Ravid et al. (2020) provides a set of foundational character-
istics related to the purpose, invasiveness, synchronicity, and 
transparency of electronic performance monitoring. Incorporating the 
attitudinal and motivational effects of performance monitoring, Stan-
ton’s (2000) framework examines employee responses to monitoring, 
highlighting its impact on performance appraisals and feedback. Ball 
and Margulis’s (2011) framework examines the social processes sur-
rounding monitored employee tasks in call centres. The model of in-
dustrial labour process control by Sewell (1998) analyses how electronic 
surveillance interacts with peer-group scrutiny, while Sewell and Barker 
(2006) develop two competing forms of workplace surveillance, 
acknowledging the ambiguity and paradox between its coercive and 
caring aspects. Building on this work, Sewell et al. (2011) identify three 
elements of analysis (legitimacy, purpose, and evaluation) underpinning 
a conceptualisation of surveillance that moves beyond the decision be-
tween performance measurement as a form of care or coercion.

Despite their valuable contributions, these frameworks tend to focus 
on the outcomes of workplace surveillance, rather than how the social 
and technological dimensions shape the characteristics of surveillance in 
different organisations, including its purpose, who observes (humans or 
machines), who is targeted, its direction (vertical or horizontal), the 
degree to which targets are informed about surveillance (transparency), 
and its level of intrusiveness. Indeed, existing surveillance frameworks 
focus on explaining how social actors and social context influence the 
outcomes of surveillance while largely neglecting the role of digital 
technology (i.e., Ball & Margulis, 2011; Ravid et al., 2020; Sewell, 1998; 
Sewell et al., 2011; Sewell & Barker, 2006; Stanton, 2000). Existing 
frameworks also focus on explaining how social context shapes the 
characteristics of surveillance while underplaying or overlooking the 
role of digital technology (i.e., Ball & Margulis, 2011; Ravid et al., 2020; 
Sewell, 1998; Sewell et al., 2011; Sewell & Barker, 2006; Stanton, 2000). 
Moreover, despite empirical studies revealing the significant impact 
organisational culture, leadership, management, and employees have on 
shaping the characteristics of surveillance (e.g., Alder, 2001; de Vries & 
van Gelder, 2015; Hafermalz, 2021), they have not been integrated 
within previous surveillance frameworks (i.e., Ball, 2002; Ball & Mar-
gulis, 2011; Ravid et al., 2020; Sewell, 1998; Sewell et al., 2011; Sewell 
& Barker, 2006; Stanton, 2000).

Furthermore, previous frameworks are yet to explore the impact new 
digital technology has on the sociotechnical conditions shaping the 
characteristics of workplace surveillance (i.e., Ball, 2002; Ball & Mar-
gulis, 2011; Ravid et al., 2020; Stanton, 2000). Surveillance practices 
using machine learning algorithms, for example, have removed humans 
from the loop by automating surveillance processes (Kayas, 2024; 
Newlands, 2021). In addition, despite multiple calls (Ball, 2021; Ball & 
Margulis, 2011; Kayas, 2023; Ravid et al., 2020), existing frameworks 
treat leaders and managers as observers and employees as monitored 
subjects (i.e., Ball, 2002; Ball & Margulis, 2011; Ravid et al., 2020; 
Sewell, 1998; Sewell et al., 2011; Sewell & Barker, 2006; Stanton, 2000), 
while failing to consider empirical research showing that they too are 
actors targeted by surveillance (e.g., Bush et al., 2010; Cabral & Laz-
zarini, 2015; Chen, 2016; Kayas, 2023; Xiang, 2020). Previous frame-
works also focus on the impact that surveillance has on employees, 

rather than considering their influence on shaping the characteristics of 
surveillance alongside leaders and managers.

Against this backdrop, this paper aims to produce a sociotechnical 
framework to explain how the social and technological dimensions 
within an organisation shape the characteristics of workplace surveil-
lance. Through a conceptual research approach, this paper thus iden-
tifies and develops the characteristics of surveillance as well as the social 
and technological elements shaping each characteristic. As a result, this 
paper produces a comprehensive sociotechnical framework that pro-
vides academics and practitioners with a detailed understanding of the 
various characteristics of surveillance engendered in different organ-
isational settings. It also reveals how the social and technological ele-
ments within an organisation interact to shape the characteristics of 
surveillance, the negative outcomes and ethical challenges arising from 
each characteristic, and approaches to mitigating these negative effects. 
In addition, this paper proposes practical recommendations to guide 
organisations with the responsible implementation of surveillance 
through a participatory process aligned with organisational policies and 
legal and regulatory requirements. These practical recommendations 
can help organisations reduce resistance, improve trust between em-
ployers and employees, mitigate negative outcomes, avoid ethical con-
cerns, and increase acceptance of surveillance.

This paper proceeds by providing an overview of workplace sur-
veillance. It then develops the elements of the social and technological 
dimensions shaping workplace surveillance. The paper then develops 
the characteristics of workplace surveillance and discusses how each of 
the social and technological elements shape each characteristic. Prac-
tical recommendations are then proposed for organisations, leaders, 
managers, employees, and policy makers. The paper concludes by out-
lining the paper’s contributions, limitations, and opportunities for future 
research.

2. Workplace surveillance

The word surveillance, borrowed from French to English in the 19th 
century, literally means to watch over (sur ‘over’ and veiller ‘watch’), both 
of which come from Latin, vigilare, to keep watch. In this sense, sur-
veillance is an everyday practice in which humans routinely engage, 
often without thinking about it (Lyon, 2001). It could be a parent 
watching their child, a lifeguard watching swimmers, a doctor watching 
patients, or a manager watching employees. Jeremy Bentham’s (1791)
early theoretical treatment of surveillance led to the development of the 
panopticon. An architectural apparatus designed to control people’s 
behaviour through observations made by unseen human observers. The 
principal idea is that the power dynamic between the observer and the 
observed encourages self-discipline among those observed because of a 
fear of disciplinary punishment. Foucault (1977) later extended the 
panopticon as a metaphor for the disciplinary power and surveillance 
that permeate the institutions in a society.

In recent decades, the practice of surveillance has transformed as 
human-orientated approaches to surveillance have been imbricated with 
electronic mediation (Kayas, 2023). This prompted Zuboff (1988) to 
develop the information panopticon, which uses electronic systems (not 
humans) to automatically capture information about surveillance tar-
gets. The advancement of digital technologies, such as AI algorithms, 
has driven new theoretical developments, including surveillance capi-
talism. It involves the mechanisms of data extraction, commodification, 
and control exiling subjects from their own behaviour through behav-
ioural prediction and modification (Zuboff, 2015). As a result of these 
digital transformations, surveillance has been defined as “any collection 
and processing of personal data, whether identifiable or not, for the 
purposes of influencing or managing those whose data have been 
garnered” (Lyon, 2001, p. 2). This definition underscores how the digital 
technology underpinning the technocentric activity of surveillance in-
volves social actors and has social implications (Ball, 2002).

In the narrower context of the workplace, organisational processes 
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have been augmented with electronic mediation since the 1980s, 
enabling employers to monitor employees in real-time across public- 
private boundaries as well as outside traditional organisational bound-
aries (Ball, 2021; Kayas, 2023; Ravid et al., 2020). Based on the Office of 
Technology Assessment (1987) model (Fig. 1), Ball (2010, p. 87) defines 
workplace surveillance as “management’s ability to monitor, record and 
track employee performance, behaviours and personal characteristics in 
real-time (for example, Internet or telephone monitoring) or as part of 
broader organizational processes (for example, drug testing in recruit-
ment).” This widely accepted definition implies a top-down approach to 
surveillance, with leaders and managers using technology to monitor 
employees, despite empirical research showing that leaders and man-
agers are also subjected to surveillance (Ball & Margulis, 2011; Kayas, 
2023). Indeed, organisations use digital technology to monitor the 
behaviour, performance, and personal characteristics of employees, 
leaders, and managers to assess whether strategic objectives are ach-
ieved, identify illegitimate insider trading, and confirm whether ex-
penses are accurately reported (Chen, 2016). Organisations also 
implement surveillance systems to determine whether managers comply 
with ethical policies (Bush et al., 2010), prevent bribery and shirking 
(Xiang, 2020), and evaluate performance (Kayas et al., 2019).

However, workplace surveillance can cause significant negative 
outcomes for leaders, managers, and employees. It can heighten the 
anxiety and stress of employees engaged in tasks that are monitored and 
judged against strict performance targets (Schleifer & Shell, 1992; Smith 
et al., 1992). It can engender unethical behaviours among leaders and 
managers who find monitoring a frustrating and time-consuming issue, 
detracting from other valuable uses of their time (Bush et al., 2010). 
Subjecting employees to intrusive surveillance practices has even been 
shown to lower job satisfaction, commitment, and morale (Chalykoff & 
Kochan, 1989; Charbonneau & Doberstein, 2020; da Cunha et al., 2015). 
In the case of algorithmic surveillance, it can erode employees’ auton-
omy by transferring their decision-making responsibilities to algo-
rithmic technologies (Levy, 2015). Furthermore, if the propensity to 
trust is low because employees are perceived as underperforming, 
shirking, loafing, or misbehaving, then leaders are more likely to 
intensely monitor employees (Alge et al., 2004; De Jong & Elfring, 2010; 
Sewell, 1998). This erodes trust between employees and employers, 
which can in turn undermine performance, encourage unethical be-
haviours, increase the likelihood of resistance, and lower perceptions of 
fairness (Bush et al., 2010; De Jong & Elfring, 2010; Kayas et al., 2019; 
Westin, 1992). To mitigate against a reduction in trust, leaders and 
managers should develop interpersonal relationships that help foster 
trust between themselves and employees (De Jong & Elfring, 2010).

Workplace surveillance also raises serious ethical concerns about 

privacy, consent, and security. Although employers have a right to 
monitor employee performance and behaviour (Kayas, 2023), this 
threatens their right to privacy (Bhave et al., 2019). Hidden surveillance 
technologies, such as Google Glass, for example, can infringe on em-
ployees’ privacy and security if customers take photos of them without 
their consent (Ball, 2016). To gain employment, Amazon drivers must 
sign a consent form so that the surveillance system in the delivery truck 
can access their location, movement, and biometric data (Gurley, 2022). 
Ravid et al. (2020) outline how electronic surveillance practices raise 
privacy and security concerns by capturing behavioural data about the 
internal states and private behaviours of individuals without warning or 
consent. Given the contested legal terrain and the lack of regulation 
(Ball, 2021), it is unsurprising that privacy, consent, and security are of 
growing concern.

These negative outcomes and ethical concerns increase the likeli-
hood of employees retaliating through acts of resistance (Ball, 2021). 
Despite organisational attempts to ensure employees conform to the 
behaviours leaders and managers embed within surveillance, there are 
always blind spots or technology-mediated gaps where employees can 
resist (Ball, 2010; Sewell, 1998; Sewell et al., 2011). Employees can 
adopt various strategies in their struggle against surveillance, including 
rule-bending, strikes, working to rules, and withdrawal of cooperation 
(Woodcock, 2021). Employees also resist through organisational mis-
behaviour strategies, including acts of sabotage, theft, vandalism, time- 
wasting, and humour directed against employers, leaders, and managers 
(Kayas, 2023). While employers perceive such acts of resistance as 
counterproductive irritants that can freeze an organisation into 
disfunction, activists argue that they are a necessary response to forms of 
organisational power and domination embedded in surveillance.

3. Methodology

This study adopted a conceptual research approach to develop the 
sociotechnical framework of workplace surveillance (Jaakkola, 2020). 
Unlike empirical studies that collect and analyse primary data, argu-
ments were derived through the synthesis and integration of evidence 
rooted in previously developed surveillance concepts and theories 
(Hirschheim, 2008). This supported the construction of a sociotechnical 
framework of surveillance that bridges existing theories and concepts 
across disciplines, produces new and deeper multilevel insights, and 
provides a broader scope of thinking (Gilson & Goldberg, 2015).

To develop the framework, an inductive approach was followed, 
deriving theoretical insights from research in the literature (Jaakkola, 
2020). Therefore, existing studies on workplace surveillance, digital 
technology, and information systems were analysed to inform the 

Fig. 1. Surveillance practices used to monitor employees. 
Source: Ball (2010).

O.G. Kayas et al.                                                                                                                                                                                                                                Digital Business 5 (2025) 100120 

3 



development of the elements shaping the social and technological di-
mensions of surveillance as well as the characteristics of surveillance 
(Jaakkola, 2020). Empirical findings from the literature were used as 
secondary sources to elucidate the different ways in which surveillance 
manifests itself in various organisational settings (Hirschheim, 2008; 
Jaakkola, 2020). The sociotechnical framework was constructed by 
systematically categorising the elements that shape workplace surveil-
lance into two dimensions: the social dimension (i.e., organisational 
culture, leadership, management, and employees) and the technological 
dimension (i.e., focus, boundary, datafication, automation, timeline, 
and frequency). Each of these elements was then mapped against the 
characteristics of surveillance (i.e., purpose, observer, target, direction, 
transparency, and intrusiveness) to illustrate how both the social and 
technological dimensions shape surveillance outcomes. This process 
allowed for the development of a structured but flexible con-
ceptualisation of workplace surveillance, ensuring both theoretical 
rigour and real-world relevance (Gilson & Goldberg, 2015; Hirschheim, 
2008).

4. A sociotechnical framework of workplace surveillance

To create the sociotechnical framework, this section develops the 
specific elements of the social and technological dimensions that shape 
the characteristics of workplace surveillance.

4.1. The social dimension

Social actors within an organisation’s particular social context in-
fluence the characteristics of the surveillance deployed (Ball, 2010; 
Kayas, 2023). Indeed, ‘actors do not behave or decide as atoms outside a 
social context’ (Granovetter, 1985, p. 487); rather, they make sense of 
their organisation by creating meanings based on ideas rooted in their 
immediate environment, as well as the broader institutional environ-
ments pertaining to social systems within and around their work and 
organisation (Ball & Margulis, 2011). Despite empirical studies showing 
the significant impact surveillance practices have on organisational 
culture, leadership, management, and employees (e.g., Alder, 2001; de 
Vries & van Gelder, 2015; Hafermalz, 2021; Kayas et al., 2008), previous 
frameworks overlook or underplay their influence on shaping the 
characteristics of surveillance (i.e., Ball, 2002; Ball & Margulis, 2011; 
Ravid et al., 2020; Sewell, 1998; Sewell et al., 2011; Sewell & Barker, 
2006; Stanton, 2000). The following discussion therefore develops 
organisational culture, leadership, management, and employees as the 

key social elements shaping the characteristics of surveillance. Fig. 2
illustrates the elements of the social dimension, their relationship with 
the technological dimension, and how they shape the sociotechnical 
characteristics of workplace surveillance.

4.1.1. Organisational culture
Organisational culture includes the shared assumptions, beliefs, 

norms, and values that influence how organisations behave and function 
(Schein, 2009). Organisational interventions that are congruent with 
these shared assumptions, beliefs, norms, and values can produce posi-
tive responses from employees, managers, and leaders; however, if 
organisational interventions are incongruent with these shared cultural 
elements, then they can create negative responses (Ravid et al., 2020). 
Indeed, through their everyday social interactions, employees make 
sense of surveillance by assigning meaning to their experiences and 
embedding them in the history of the organisation’s culture (Ellis & 
Taylor, 2006). Ball and Margulis (2011) develop the concept of negoti-
ated order to explain how these everyday social interactions shape the 
appropriation of surveillance by groups of employees who then embed it 
within an organisation’s culture. Empirical research has also shown how 
organisational culture shapes the characteristics of workplace surveil-
lance. Kayas et al. (2008), for example, describe how senior manage-
ment decided not to use an enterprise system to monitor employees’ 
performance, despite providing the digital infrastructure, because the 
organisation’s culture did not emphasise strict performance targets or 
monitoring. Hafermalz (2021) suggests that organisational culture can 
engender a fear of being left out, overlooked, ignored, or banished, 
which acts as a regulatory force that shifts the responsibility for visi-
bility, in terms of competitive exposure and existential recognition, onto 
employees. Elsewhere, Alder (2001) argues that a culture open to 
involving employees in the design and configuration of surveillance 
systems can improve attitudes towards monitoring.

4.1.2. Leadership
Leadership is a social process that involves an individual influencing 

a group of people to achieve a common goal; in this sense, leadership is 
not a unidirectional phenomenon, but an interactive activity in which a 
leader affects others and is simultaneously affected by them through a 
reciprocal process (Northouse, 2022). Although empirical research has 
shown the significant impact different leadership approaches and styles 
have on shaping the characteristics of workplace surveillance, it is not 
accounted for in previous frameworks. For example, in their study of the 
triggers influencing leadership’s decision to monitor subordinates, Alge 
et al. (2004) reveal that leaders are more likely to intensely monitor 
when dependence on subordinates is high or future performance ex-
pectations are low. They also found that leaders are more likely to 
deploy secretive monitoring practices when dependence on subordinates 
is high or the propensity to trust is low. In a different vein, Liao and Chun 
(2016) indicate that surveillance practices that stimulate perceptions of 
trust can foster a supporting environment for subordinate innovation. 
This occurs should leadership adopt interactional monitoring practices 
that facilitate ‘the gathering of subordinate work progress or outcome 
information that involves the solicitation of information directly from 
subordinates’ (Liao & Chun, 2016, p. 171). The leadership intervention 
model developed by Zohar (2002) also shows how leaders introduce 
surveillance practices to monitor and reward subordinate safety per-
formance by prioritising safety over competing goals such as speed or 
schedules.

4.1.3. Management
Management is a human activity involving managers coordinating, 

directing, overseeing, supporting, and supervising the efforts of others to 
ensure organisational expectations are achieved (Merchant, 1982; 
Robbins et al., 2014). Although it is unaccounted for in previous sur-
veillance frameworks, empirical research recognises the significant 
impact management has on shaping the characteristics of surveillance. Fig. 2. The social dimension of workplace surveillance.
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Managers play a vital role in creating monitoring practices to enforce 
contractual arrangements and minimise embezzlement and fraud 
(Merrett & Seltzer, 2000) or subjecting religious employees to a matrix 
of managerial, peer, and religious community gazes (Wasserman & 
Frenkel, 2020). Interestingly, Pierre et al. (2008) argue that if managers 
are risk averse, then there is a greater chance they will deploy intensified 
monitoring practices, while Dominguez-Martinez et al. (2014) suggest 
the monitoring practices engendered by managers are shaped by their 
interest alignment with employees. Webb and Palmer (1998) even argue 
that managers could consent to changing the characteristics of surveil-
lance if it does not conflict with their interests.

4.1.4. Employees
Although previous frameworks do not fully account for the impact 

employees have on shaping surveillance characteristics, their role is 
widely reported in empirical studies. In fact, Ball (2010) argues that 
involving employees in the design of surveillance practices and policies 
will ensure they have a better chance of being accepted. Involving em-
ployees in the design of surveillance practices can even improve per-
formance (Parker & Grote, 2022) and eliminate perceptions that it 
violates trust relations between employees and employers (Westin, 
1992). Do et al. (2024) even argue for employee involvement in the 
design of surveillance tools, so they can be used to monitor people in 
power and fight back against the harms and consequences of surveil-
lance. In a different vein, empirical studies show how employees can 
shape the characteristics of surveillance through acts of resistance. 
Indeed, resistance activities can change surveillance characteristics if 
employees are able to turn the table so they can surveil their own 
managers and employers (Clawson & Clawson, 2017; Taylor & Dobbins, 
2021). Neto et al. (2018) even found that, depending on the request 
made, managers can alter the characteristics of surveillance to avoid 
disruption caused by resistance activities. However, employees who 
resist surveillance because they feel unnoticed as individuals could 
inadvertently provide management with a justification for increased 
surveillance (Anteby & Chan, 2018).

4.2. The technological dimension

Although digital technology shapes the characteristics of surveil-
lance (Ball, 2021; Kayas, 2023; Manokha, 2020), previous frameworks 
do not fully consider the influence the different elements of technology 
have on shaping its characteristics, often positioning it as a background 
concern (if positioning it at all) (i.e., Ball & Margulis, 2011; Ravid et al., 
2020; Sewell, 1998; Sewell et al., 2011; Sewell & Barker, 2006; Stanton, 
2000). This study develops focus, boundary, datafication, automation, 
timeline, and frequency as the key elements of digital technology 
shaping the characteristics of surveillance. Crucially, while each of these 
elements provides the digital infrastructure needed to deploy surveil-
lance, social actors within an organisation’s particular social context 
influence which technology is implemented to surveil, how it is 
configured to surveil, and, thus, the characteristics of surveillance. Fig. 3
illustrates the technology elements, their interaction with the social 
dimension, and how they shape the sociotechnical characteristics of 
workplace surveillance.

4.2.1. Focus
Focus refers to the ability of digital technology to monitor the ac-

tivities of individuals (i.e., employees, managers, and leaders) and/or 
collectives (e.g., teams, executive committees, board directors, de-
partments, divisions, and working groups). For example, information 
systems that can focus on the performance of both individuals and teams 
working in call centres (Bain & Taylor, 2000; Ellway, 2013) or enter-
prise systems that can focus on the performance of individuals, teams, 
departments, and divisions (Kayas et al., 2008; Kayas et al., 2019). More 
recently, machine learning algorithms have provided organisations with 
the ability to focus on individuals with laser precision, by capturing 

customer data, locational data, and performance data, and connecting 
them with algorithmic decision making (Newlands, 2021). Firms can 
now also collect biometric data through wearable devices, allowing 
them to focus on the health and wellness of individual leaders, man-
agers, and employees (e.g., pulse, sleep, and respiration) (Mettler, 
2023).

4.2.2. Boundary
Boundary is a multifaceted concept. It refers to the ability of digital 

technology to monitor leaders, managers, and employees within the 
traditional boundaries of the workplace. For example, using technology 
to monitor the ethical use of sales systems within the workplace (Bush 
et al., 2010) or tracking the location of doctors and nurses within hos-
pitals (Coles, 2016). Boundary also refers to the ability of technology to 
track those who work remotely. For instance, algorithmic fleet man-
agement systems that capture and transmit data on driver location and 
behaviour (Levy, 2015) or customer relationship management systems 
that monitor salespeople’s performance when visiting clients offsite 
(Leclercq-Vandelannoitte, 2017). Crucially, boundary also refers to the 
ability of technology to peer into the personal and professional lives of 
leaders, managers, and employees. For example, algorithmic technology 
that blurs private and professional boundaries through communication 
systems designed to control employees (Newlands, 2021).

4.2.3. Datafication
Datafication is the process of capturing aspects of a person’s life and 

Fig. 3. The technological dimension of workplace surveillance.
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transforming them into data to realise new forms of value (Mayer- 
Schoenberger & Cukier, 2013). In the context of workplace surveillance, 
datafication refers to the ability of technology to overtly or covertly 
capture data to monitor and scrutinise the behaviours, emotions, loca-
tion, performance, health, and wellness (to name a few) of leaders, 
managers, and employees. Datafication processes then transform these 
data into actionable insights that inform organisational decisions. For 
example, firms data-mining CVs to evaluate job candidates (Searle, 
2006) or armies collecting performance data to measure the effort of 
recruits (Fafchamps & Moradi, 2015).

4.2.4. Automation
Automation refers to the ability of digital technology to remove 

humans from surveillance practices, by fully or partially automating 
data collection, interrogation, and evaluation. This includes intelligent 
technology transforming the nature of work through surveillance pro-
cesses (Rydzik & Kissoon, 2021) or AI algorithms automating perfor-
mance monitoring practices (Kayas, 2024). Indeed, the algorithmic gaze 
replaces human observations with automated processes that reduce or 
eliminate managerial oversight of workforces (Kellogg et al., 2020; 
Newlands, 2021; Rydzik & Kissoon, 2021; Todolí-Signes, 2019). Algo-
rithmic technology can even automate decision-making activities 
related to recruitment, promotions, and dismissals (e.g., Cameron & 
Rahman, 2022; Todolí-Signes, 2019).

4.2.5. Timeline
Timeline refers to the capacity of technology to provide information 

about leaders, managers, and employees in the past, present, and future. 
Analytics technology plays a vital role in facilitating the timeline 
element of workplace surveillance (Coolen et al., 2023). From a 
descriptive perspective, analytics is used to monitor the past and present 
performance of academics (e.g., Kayas et al., 2020), board directors (e. 
g., Kayas, 2023), customer service advisors (e.g., Bhave, 2014), public 
sector employees (e.g., Kayas et al., 2019), soldiers (e.g., Fafchamps & 
Moradi, 2015), and truck drivers (e.g., Levy, 2015), to name a few. 
Analytics and simulation technology also support the timeline dimen-
sion by providing organisations with the means to predict how leaders, 
managers, and employees will behave or perform in the future. For 
example, predicting which employees will have positive emotions dur-
ing customer interactions (Bromuri et al., 2021), which job candidates 
are a good fit for an employer (Berkelaar & Buzzanell, 2014), and which 
employees will achieve performance targets (Burtscher et al., 2011; 
Seppänen et al., 2025).

4.2.6. Frequency
Frequency refers to the level of regularity with which digital tech-

nology captures data about leaders, managers, and employees, as well as 
the regularity with which it delivers feedback (Office of Technology 
Assessment, 1987; Ravid et al., 2020; Stanton, 2000). Digital technology 
could, for example, periodically capture data through batch processing 
systems or legacy systems (Kayas et al., 2019). More recently, techno-
logical advances have transformed the body into a data source, allowing 
employers to continually capture data on employees’ work and non- 
work-related activities (Mettler, 2023). Organisations, for instance, 
can continuously collect biometric data through electronic fingerprints, 
hand geometry, and facial recognition to monitor employees’ atten-
dance, identity, and location (Ball, 2010). Using wearable devices, or-
ganisations can also continuously collect health and wellness data that 
connect behaviours (e.g., physical activity) and the measurement of 
body functions (e.g., pulse and respiration) with algorithmic decision 
making (Mettler, 2023).

Technology can also provide surveillance targets with high or low 
levels of feedback about work tasks through notifications, messages, 
emails, or reports delivered periodically or continuously. In some in-
dustries, employees receive high levels of feedback through continuous 
smartphone notifications, informing them about new work tasks, task 

requirements, and employer and customer performance ratings (Chan, 
2019; Newlands, 2021). Elsewhere, digital technology is used to pro-
duce scorecards that continuously transmit and display feedback to 
employees, including hours of service and other performance indicators 
(Levy, 2015). At the other end of the spectrum, technology can deliver 
low levels of periodic feedback. For example, enterprise systems 
configured to deliver monthly or annual performance reports to em-
ployees (Kayas et al., 2019) or teaching evaluation systems designed to 
provide academics with feedback at the end of a semester (Kayas et al., 
2020).

4.3. The sociotechnical characteristics of workplace surveillance

This section develops the different characteristics of workplace sur-
veillance (i.e., purpose, observer, target, direction, transparency, and 
intrusiveness) to reveal how each of the elements of the social and 
technological dimensions interact to shape each of these characteristics 
within particular organisations (Fig. 4). An updated and extended 
version of the Office of Technology Assessment (1987) model of work-
place surveillance is also developed, showing how recent surveillance 
practices monitor, measure, and evaluate the performance, behaviour, 
and personal characteristics of employees, managers, and leaders 
(Fig. 5). The sociotechnical dimensions (Fig. 4) and the extended Office 
of Technology Assessment (1987) model (Fig. 5) are then integrated to 
produce the sociotechnical framework of workplace surveillance 
(Fig. 6).

4.3.1. Purpose
Purpose refers to the explicit or perceived motivation or rationale for 

workplace surveillance. More than any of the other characteristics, 
purpose most clearly illuminates how organisations value their leaders, 
managers, and employees, as well as what they expect from them (Ball, 
2010; Ravid et al., 2020). The factors motivating the decision to use 
workplace surveillance are categorised using the Office of Technology 
Assessment’s (1987) three key purposes: performance, behaviour, and 
personal characteristics.

The purpose of surveillance can have significant implications. For 
example, employees are more likely to trust their employer and accept 
surveillance if they are monitored to support decisions around rewards 
while exposing antisocial behaviours like favouritism (Kayas, 2023; 
Kayas et al., 2020). However, surveillance implemented to prevent 
employee loafing can communicate a lack of mistrust (Glassman et al., 
2015), while surveillance used to manage performance can reduce 
employee autonomy and commitment (Cameron & Rahman, 2022). 
Perceptions surrounding the purpose of surveillance can also lead to 
workforce resistance. In the public sector, for example, government 
employees may resist surveillance implemented for the purpose of 
increasing efficiency if it damages the quality of the services delivered to 
citizens (Kayas et al., 2019).

From a sociotechnical perspective, the purpose of surveillance is not 
shaped by technology. It is shaped by the actors within an organisation’s 
particular social context. Especially leaders, who are responsible for 
ensuring that an organisation fulfils its expectations and obligations 
(Northouse, 2022). Should an organisation require constant product 
innovation to grow, for example, then leaders may decide to implement 
and configure surveillance technologies that encourage creativity and 
innovation (Liao & Chun, 2016). In a different setting, leaders could, for 
instance, introduce surveillance technologies to reduce shirking if per-
ceptions of effort are low (Xiang, 2020). The purpose of surveillance can 
also be shaped by external actors. Kayas et al. (2019), for example, show 
how policy decisions by the central government required leaders in local 
authorities to implement enterprise systems to monitor public sector 
employees.

Alongside leadership, management can shape the purpose of sur-
veillance because they too are responsible for ensuring organisational 
expectations are achieved (Merchant, 1982; Robbins et al., 2014). Kayas 
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(2023), for example, identifies a range of factors shaping management’s 
rationale for using electronic surveillance, including increasing perfor-
mance, improving behaviours, reducing corruption, ensuring compli-
ance, enhancing security, and improving customer satisfaction. 
Organisational culture also shapes the purpose of sociotechnical sur-
veillance. While a culture emphasising safety, for example, can influence 
how surveillance technologies are configured to ensure the safety of 
employees (Collinson, 1999), a culture emphasising service quality over 
strict performance targets could lead to an organisation configuring 
technology such that it does not monitor the performance of employees 
or supervisors (Kayas et al., 2008).

4.3.2. Observer
Observer refers to the person(s) and/or technology that is watching 

over leaders, managers, and employees. Empirical research is dominated 
by studies focusing on managers as observers (e.g., Alder, 2001; Bain & 
Taylor, 2000; Levy, 2015). However, surveillance could also involve 
customers observing employees (e.g., Chan, 2019), leaders observing 
subordinates (e.g., Xiang, 2020), employees observing their peers (e.g., 
Ellway, 2013), or AI algorithmic systems automatically observing em-
ployees (e.g., Newlands, 2021). Importantly, observers can watch sur-
veillance targets overtly or covertly. If the observer is watching overtly, 
then it is made clear to surveillance targets that they are being watched; 
however, if the observer is watching covertly, then surveillance targets 
are not informed (D‘Urso, 2006).

The observer characteristic raises ethical concerns about autonomy, 
privacy, consent, and security because employees often lack awareness 
of the data used to observe them (Cameron & Rahman, 2022; Newlands, 
2021). This reduces job satisfaction and encourages employees to resist 
through data obfuscation tactics designed to alter who can observe them 
and how they are observed (Chalykoff & Kochan, 1989; Kayas, 2023, 
2024; Kellogg et al., 2020; Newlands, 2021). To mitigate against such 
resistance activities, employers should involve employees in discussions 
around the design of surveillance practices, provide ethical training, 
screen out job applicants who are opposed to monitoring, and commu-
nicate the characteristics of surveillance to targets of surveillance (Ball, 
2010; Chalykoff & Kochan, 1989; West & Bowman, 2014). Engendering 
a participatory approach to the design of surveillance can even increase 
acceptance, improve performance, and reduce the likelihood that it will 
erode trust between employees and employers (Alder, 2001; Parker & 
Grote, 2022; Westin, 1992).

The interaction between both the social and technological di-
mensions shapes the observer characteristic of surveillance. From a so-
cial perspective, leaders have the power to decide, for example, whether 
managers should use technology to closely observe if employees adhere 
to an organisation’s ethical principles (Sun et al., 2024) or achieve 
performance targets (Kayas et al., 2019). In higher education, university 
leaders have even recruited students as mystery shoppers to observe ac-
ademics and provide management with performance information (Kayas 
et al., 2020). Managers can also shape the observer characteristic by 

Fig. 4. The social and technological elements shaping the different characteristics of workplace surveillance.

O.G. Kayas et al.                                                                                                                                                                                                                                Digital Business 5 (2025) 100120 

7 



Fig. 5. Sociotechnical surveillance practices used to monitor, measure, and test employees, managers, and leaders. 
Adapted from the Office of Technology Assessment (1987) and Ball (2010).

Fig. 6. The sociotechnical framework of workplace surveillance.
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deciding, for instance, whether employees are subjected to their gaze or 
the gaze of their peers (Wasserman & Frenkel, 2020). Furthermore, 
should employees be involved in the design of surveillance practices, 
they too could influence who can observe (Do et al., 2024; Parker & 
Grote, 2022). Crucially, the observer characteristic can be shaped by 
those employees who resist surveillance. Newlands (2021), for example, 
shows how delivery workers resist algorithmic surveillance by engaging 
in individual and collective activities that obscure algorithmic obser-
vations, including swapping devices and temporarily switching devices 
off. Newlands also explains how delivery workers can resist observations 
by understanding the datafication parameters of algorithmic surveil-
lance (i.e., what data is captured and how it is processed) to generate 
spaces that make them invisible on digital maps used to track their 
location.

Organisational culture also shapes the observer characteristic. In the 
police, for example, a culture of ‘turning a blind eye’ to certain behav-
ioural deviations has resulted in senior police leaders establishing in-
ternal affairs divisions, where senior officers are given the power to 
observe and scrutinise subordinate behaviour (Cabral & Lazzarini, 
2015). Organisations with highly centralised cultural contexts, mani-
festing in tall management structures and instrumental control systems, 
are more likely to observe employees; however, organisations with more 
decentralised cultural contexts, resulting in flatter hierarchies and in-
formation systems that empower employees to take collective re-
sponsibility, are more likely to engender peer observations (Barron & 
Gjerde, 1997; Sewell, 1998). Elsewhere, it has been shown that if an 
organisation’s culture encourages peers to scrutinise team production 
with information systems, then it can engender peer observations 
(Barron & Gjerde, 1997).

Depending on the technology available in an organisation and its 
configuration by actors within their particular social context, digital 
technology can also influence the observer characteristic of surveillance. 
Indeed, the datafication capabilities of digital technology determine 
what data are collected, whether they are transformed into scrutable 
information, and whether subsequent observations are overt or covert 
(Mayer-Schoenberger & Cukier, 2013; Singh, 2024). Manufacturing 
firms, for example, could implement digital visualisation boards, so 
managers can collect data to observe shopfloor workers, transform them 
into useful information highlighting any problems, and support 
decision-making (Clausen, 2023). From an automation perspective, ac-
tors could decide to implement digital technology that provides the 
means to engender a fully automated or partially automated machine 
observer (Kayas, 2024). Algorithmic technology using AI algorithms, for 
example, could be used to replace humans by fully automating the role 
of the observer through the collection and analysis of the data needed to 
surveil leaders, managers, and employees (Newlands, 2021). In terms of 
the timeline element, social actors decide which technology to imple-
ment, how it is configured, and, thus, when observers can watch i.e., in 
the past, present, and/or future (Manokha, 2020). The inherent capa-
bilities of digital technology and its subsequent configuration by actors 
also influence the frequency with which data are provided to observers 
(Bhave, 2014).

4.3.3. Target
Target refers to the person or persons subjected to surveillance (e.g., 

employees, managers, and leaders), what surveillance practices target 
about them (e.g., productivity), and why they are targeted (e.g., to 
improve performance). Empirical studies show how targeting employees 
with surveillance can increase anxiety and stress (Schleifer & Shell, 
1992; Smith et al., 1992), reduce employee job satisfaction and morale 
(Chalykoff & Kochan, 1989; da Cunha et al., 2015), and erode trust 
between employees and employers (Sewell, 1998). Furthermore, if 
surveillance practices target data on employee internal private states, 
such as their beliefs, likes, emotions, and well-being, then they are more 
likely to resist (Mettler, 2023).

Crucially, biases related to people’s characteristics and identities (e. 

g., age, ethnicity, gender, nationality, race, and sex) are embedded in 
algorithmic surveillance systems (Cameron & Rahman, 2022; Kellogg 
et al., 2020). This can impact targets in terms of recruitment (Searle, 
2006) and disciplinary punishments (Newlands, 2021). These biases 
also have significant implications for organisations, including the 
erosion of trust, industrial action, reputational damage, and legal con-
sequences that include financial liabilities. However, if employers 
include targets in the design of surveillance, transparently communicate 
the characteristics of surveillance to targets, provide ethical training, 
and minimise the biases embedded in surveillance systems through 
considered development processes (Ball, 2010; Parker & Grote, 2022; 
Ravid et al., 2020; West & Bowman, 2014), then surveillance can 
improve targets’ organisational citizenship behaviour (Merrett & 
Seltzer, 2000), reduce bribery (Xiang, 2020), eliminate delinquent be-
haviours (de Vries & van Gelder, 2015), improve health and safety 
(Zohar, 2002), lower absenteeism rates (De Paola et al., 2014), and 
improve attitudes towards surveillance (Alder, 2001).

The interaction between the social and technological dimensions 
shapes the target characteristic. From a social perspective, leaders and 
managers have the power to decide which technology to implement to 
surveil targets, how the technology is configured to surveil targets, who 
to target for surveillance, what to target, and why to target them. They 
could, for example, decide to implement algorithmic surveillance sys-
tems that automatically target and evaluate employees (Kellogg et al., 
2020) or introduce enterprise systems that target the performance of 
managers and employees (Kayas et al., 2019). Organisational culture 
also influences who is targeted by surveillance. If an organisation’s 
culture exhibits low managerial trust in employees, for example, it could 
intensify the need to target them with surveillance technologies (Sun 
et al., 2024). Furthermore, if organisational culture encourages peer 
scrutiny within and between teams, it could lead to employees targeting 
their colleagues with digitally mediated surveillance practices (Barron & 
Gjerde, 1997; Ellway, 2013).

Employees can also influence who is subjected to surveillance by 
using technology to target their colleagues and engage in peer surveil-
lance to assess their performance (Sewell, 1998). Employees can also 
target superordinates by turning their gaze to leaders and managers as 
an act of resistance (Clawson & Clawson, 2017; Taylor & Dobbins, 
2021). For example, using social networks to target leaders and man-
agers, capturing material about them to post online, and voicing 
dissenting views (Taylor & Dobbins, 2021). Counter-institutional web-
sites or ‘gripe sites’ also provide employees with the means to target 
leaders and managers with surveillance (Gossett & Kilker, 2006). To 
avoid being targeted in this way, leaders and managers may respond by 
modifying surveillance practices to appease employees in the hope that 
it will prevent any further dissent (Neto et al., 2018).

From a technological perspective, the focus capabilities of digital 
technology influence who is targeted by surveillance. If technology is 
only able to focus on collectives, then regardless of whether actors want 
to focus on individuals, surveillance can only target collectives; how-
ever, if technology can focus on individuals and organisational actors 
want to focus on individuals, then the surveillance can be used to target 
individuals. The boundary element influences where leaders, managers, 
and employees are targeted. For instance, production technology could 
be implemented and configured by leaders and managers to target 
employee performance within the workplace (Sewell & Wilkinson, 
1992). In a different vein, leaders and managers could decide to 
implement and use social media monitoring tools to target employees’ 
personal lives (McDonald & Thompson, 2016). In terms of the data-
fication element, an organisation’s digital infrastructure influences what 
aspects of targets’ lives are captured and transformed into actionable 
insights. For example, targeting employees’ location to improve effi-
ciency (Coles, 2016; Levy, 2015) or targeting and evaluating employee 
stress from emotion patterns (Bromuri et al., 2021).

From an automation perspective, social context influences the deci-
sion to implement digital technology that can automatically surveil 
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targets. Algorithmic technology, for instance, can be configured by 
leaders and managers to automatically collect data about employees, 
sort performers and underperformers into categories, and then target 
underperformers with intensified surveillance to ensure organisational 
expectations are achieved (Kayas, 2024; Lyon, 2003). The timeline 
element of digital technology influences whether someone is targeted 
for surveillance in the past, present, and/or future (Bromuri et al., 2021; 
Burtscher et al., 2011; Coolen et al., 2023), while the frequency capa-
bilities of technology influence the regularity with which surveillance 
practices gather data about targets as well as the frequency with which 
feedback is delivered to targets (Office of Technology Assessment, 1987; 
Stanton, 2000).

4.3.4. Direction
Sewell (1998, 2012) identified two dimensions of workplace sur-

veillance based on the direction of its operation: top-down (i.e., vertical) 
and side-to-side (i.e., horizontal). Vertical surveillance refers to a pro-
cess in which superordinates monitor subordinates, while horizontal 
surveillance involves peer scrutiny. Research shows how peer surveil-
lance can undermine performance, trust, and effort (De Jong & Elfring, 
2010; Ellway, 2013), while vertical surveillance can increase em-
ployees’ feelings of mistrust towards management and heighten feelings 
of anxiety and stress associated with instrumental performance targets 
(Kayas et al., 2020).

Both the social and technological dimensions shape the direction of 
surveillance. As with the other characteristics of workplace surveillance, 
leaders and managers have the power to shape the direction of sur-
veillance. They could decide, for example, to use board intelligence 
systems that provide executives with the ability to capture data about 
other executives (horizontal) (Chen, 2016), enterprise systems that 
allow leaders to monitor managerial performance (vertical) (Kayas 
et al., 2019), performance monitoring systems that provide managers 
with information about employees (vertical) (Bain & Taylor, 2000; Ball 
& Margulis, 2011), or information systems that enable employees to 
monitor whether peers comply with security procedures (horizontal) 
(Herath & Rao, 2009).

Employees can also shape the direction of surveillance through 
resistance activities. Kayas et al. (2020), for instance, show how aca-
demics resist performance monitoring systems by refusing to promote 
teaching satisfaction surveys to students. This lowers response rates and 
reduces the data leaders have to evaluate academic performance (ver-
tical). Employees can also use an organisation’s digital infrastructure to 
shape the direction of surveillance should they decide to scrutinise their 
peers (horizontal) (Ellway, 2013). Furthermore, empirical research has 
shown how control systems embedded within organisational culture 
evolve in response to managerial changes to produce self-managing 
teams that perform peer surveillance (Barker, 1993).

The technological dimension also shapes the direction of surveil-
lance. In terms of the focus element, choices around the selection and 
configuration of digital technology influence whether observers can 
focus on individuals or collectives either vertically or horizontally. 
Sewell (1998), for instance, explains how production systems allow 
managers to focus on employees (vertical), while allowing employees to 
focus on their peers (horizontal). The boundary capabilities of digital 
technology also influence the direction of surveillance. If leaders decide 
to use RFID tags coupled with digital maps, for example, it would allow 
them to monitor employees’ location within workplace boundaries 
(vertical) (Coles, 2016), while the introduction of algorithmic technol-
ogy would enable managers to monitor the performance of employees 
working remotely (vertical) (Cameron & Rahman, 2022; Levy, 2015). 
From a datafication perspective, the actors within an organisation’s 
particular cultural context could influence the configuration of digital 
technology, so that it processes data on a subordinate’s life and trans-
forms them into actionable management insights (vertical) (Sewell, 
2012).

Depending on the social context of an organisation, the automation 

capabilities of technology could shape the direction of surveillance. For 
example, leadership could decide to introduce technology to replace 
human managers with algorithms that automatically collect employee 
data and connect them to algorithmic decision making (vertical) 
(Newlands, 2021). In terms of the timeline element, actors within their 
particular social context decide whether surveillance technology is used 
to point vertically or horizontally in the past, present, and/or future. For 
example, leaders implementing workplace analytics to describe past and 
present productivity or predict future behaviours (Coolen et al., 2023; 
Manokha, 2020). From a frequency perspective, actors influence 
whether technology is used to provide observers with the means to 
continuously or periodically collect performance data that facilitate 
vertical or horizontal surveillance (Bhave, 2014).

4.3.5. Transparency
Transparency refers to the extent to which organisations inform 

surveillance targets about the characteristics of workplace surveillance 
(Ravid et al., 2020). Specifically, whether an organisation provides clear 
information about the purpose of surveillance, who is targeted, why they 
are targeted, who will observe them, how data are collected, whether 
data will be collected overtly or covertly, when data are collected, how 
data will be analysed, and what measures will be deployed in response 
should targets achieve or fail organisational expectations.

Transparency has a significant impact on the acceptance of surveil-
lance by leaders, managers, and employees (Zweig & Webster, 2002), 
views on organisational fairness and justice (Alder et al., 2006), and 
perceptions of an organisation’s internal reputation (Men, 2014). A lack 
of transparency can also erode trust between employees and employers 
(Sewell, 1998; Zainab et al., 2022), create a toxic work environment 
(Bennett & Raab, 2003), lower employee morale (da Cunha et al., 2015), 
and increase the likelihood of managers and employees engaging in 
resistance activities that undermine an organisation’s capacity to func-
tion (Ball, 2010; Kafer, 2016; Kayas et al., 2019). To avoid these issues, 
employers should strive to be transparent with leaders, managers, and 
employees about the characteristics of surveillance and involve them in 
discussions about the design of surveillance practices (Ball, 2010; Parker 
& Grote, 2022; Ravid et al., 2020).

From a sociotechnical perspective, it is the social dimension alone 
that influences whether an organisation communicates the characteris-
tics of surveillance to targets of surveillance. Although digital technol-
ogy provides a mechanism for communicating with a workforce about 
transparency, decisions surrounding the level of transparency are an 
outcome of human activity. Indeed, leadership and management influ-
ence the extent to which an organisation is transparent about the 
characteristics of its surveillance practices (Bennis et al., 2008; Men, 
2014; Zainab et al., 2022), for they decide whether to clearly articulate 
its characteristics or whether to provide little or no information. If 
leaders and managers decide to clearly communicate its characteristics 
to surveillance targets, then transparency is high; however, if leaders 
and managers only communicate limited information (or none at all), 
then transparency is low (Ravid et al., 2020). Moreover, should leaders 
engender a culture of candour (i.e., encouraging the free and timely flow 
of information to employees and managers), then it could increase the 
likelihood that the characteristics of surveillance are articulated to a 
workforce; however, should leaders create a culture that dissuades the 
free and timely flow of information, then it is less likely that the char-
acteristics will be communicated (Bennis et al., 2008).

4.3.6. Intrusiveness
Intrusiveness refers to the psychological and physical invasion of 

autonomy or personal space through surveillance practices (Chandra 
et al., 2020; Charbonneau & Doberstein, 2020). Perceptions of the level 
of intrusiveness are affected by all the other characteristics of workplace 
surveillance. The degree of perceived intrusiveness varies, from passive 
surveillance practices (e.g., tracking computer login times) to more 
invasive forms (e.g., covert screen recording and social media 
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monitoring). Intrusiveness is a significant characteristic of workplace 
surveillance, influencing whether leaders, managers, and employees 
perceive surveillance as fair or overreaching (Tham & Holland, 2022).

If employees perceive surveillance as intrusive, it can reduce 
employee autonomy, commitment, job satisfaction, morale, and trust 
(Chalykoff & Kochan, 1989; da Cunha et al., 2015; Schleifer & Shell, 
1992; Sewell, 1998; Zainab et al., 2022). Ethical concerns are also raised 
by organisations requiring employees to consent to intrusive surveil-
lance practices in exchange for employment (Gurley, 2022). Intrusive 
surveillance practices can even lead to unethical behaviours among 
managers worried about achieving performance targets (Bush et al., 
2010). With employees expecting to be in control of the personal in-
formation they provide to employers (Bhave et al., 2019), privacy issues 
arise when employees are subjected to intrusive surveillance practices 
that capture increasingly personal and sensitive data that may not be 
related to work, such as employees’ beliefs, likes, and emotions (Mettler, 
2023). More than any of the other characteristics, intrusiveness is likely 
to foster acts of resistance. To avoid these issues and increase acceptance 
of surveillance, employers should transparently communicate the 
characteristics of surveillance to targets, involve them in discussions 
about the design of surveillance practices, provide ethical training, and 
ensure that performance appraisal processes are supportive and devel-
opmental, rather than instrumental and punitive (Ball, 2010; Chalykoff 
& Kochan, 1989; Parker & Grote, 2022; Ravid et al., 2020; West & 
Bowman, 2014).

Intrusiveness is shaped by the interaction between both the social 
and technological dimensions. From a social perspective, organisational 
culture influences whether intrusive surveillance practices are used. If 
trust in employees is low, for example, it could increase the likelihood 
that more invasive surveillance technologies are deployed (Sun et al., 
2024). Elsewhere, it has been reported that if an organisation’s culture 
does not support a developmental approach to performance appraisals, 
it is likely that the surveillance technologies deployed will be punitive 
and militaristic (Ball, 2010). In terms of leaders and managers, they too 
shape the intrusiveness characteristic when deciding, for example, 
whether to implement and use intrusive surveillance technologies such 
as emotional monitoring systems or AI lie detectors during virtual 
meetings. They also decide whether to be transparent with targets about 
the purpose of surveillance, what technology is used to surveil, how 
technology is configured to surveil, who is targeted for surveillance, why 
they are targeted, who will observe them, how surveillance data are 
collected, whether data will be collected overtly or covertly, when data 
are collected, how data will be analysed, who will analyse data, and 
what organisational measures could be deployed in response. Managers 
could also introduce intensified surveillance practices if they are risk 
averse (Pierre et al., 2008). Moreover, in some ultraorthodox settings, 
the intersectionality of gender and religion could encourage managers to 
expose women to intrusive surveillance practices that subjugate them 
with contradictory gazes (Wasserman & Frenkel, 2020). Employees can 
also engender intrusive surveillance practices if they observe the per-
formance of their peers without consent (Kayas et al., 2020; Kayas et al., 
2024).

The intrusiveness characteristic can even be shaped by resistance 
activities carried out by managers and employees. According to Ball 
(2010), for example, when call centre managers are subjected to intru-
sive surveillance, they sometimes resist by colluding with employees to 
avoid being targeted by surveillance. Elsewhere, Doolin (2004) shows 
how doctors resisted intrusive surveillance practices by challenging the 
validity of a medical information system designed to monitor clinical 
activity and manipulate behaviours. Doctors influenced the reinterpre-
tation of the system through continual resistance, eventually relegating 
it to an insignificant role. However, in other organisational settings, such 
acts of resistance provide leaders and managers with a justification to 
further intensify surveillance (Anteby & Chan, 2018).

In terms of the technological dimension, the focus capabilities of 
digital technology shape the perceived level of intrusiveness 

(Charbonneau & Doberstein, 2020). If social actors decided to use 
technology to focus on collectives, then surveillance could be perceived 
as less intrusive; however, if they decided to use technology to focus on 
individuals with laser precision, surveillance could be perceived as 
intrusive (Ball, 2021; Ravid et al., 2020). In terms of boundary, if social 
actors decide to use technology that blurs the boundary between the 
personal and professional lives of leaders, managers, and employees, 
then it can affect the degree to which surveillance is perceived as 
intrusive (Zweig & Webster, 2002). Technology used to monitor the 
quality of work within an organisation (Bhave, 2014), for example, is 
less likely to be perceived as intrusive than monitoring personal social 
media use (McDonald & Thompson, 2016). From a datafication 
perspective, if digital technology captures and processes sensitive data 
(e.g., what an employee believes, likes, and how well, fit, and healthy 
they are), then surveillance is more likely to be perceived as intrusive 
because it is monitoring internal states that targets may consider private 
(Mettler, 2023). Covert datafication technologies (e.g., hidden cameras 
and keylogging without disclosure) are also more likely to foster per-
ceptions that surveillance is intrusive because not knowing when or how 
targets are being observed can increase stress, erode trust, and reduce 
privacy (D‘Urso, 2006; Singh, 2024).

Perceptions of intrusiveness are also shaped by the automation ca-
pabilities of digital technology. If leaders decided to implement algo-
rithmic technology to automatically capture employee performance 
data, for example, it could be perceived as intrusive because it increases 
organisational control, resulting in surveillance targets resisting its ef-
fects (Cameron & Rahman, 2022; Kellogg et al., 2020). Elsewhere, ex-
ecutives have been shown to perceive sales technology as intrusive when 
it automatically monitors and scrutinises their compliance with ethical 
sales policies (Bush et al., 2010). In terms of timeline, digital technology 
that captures data about leaders, managers, and employees in the past 
and present may be perceived as less intrusive than technology that is 
configured by social actors to also make predictions and prescribe ac-
tions based on behaviours yet to have been committed. Finally, the 
frequency element of technology influences the degree to which sur-
veillance is perceived as intrusive. If digital technology continually 
collects real-time data and/or delivers continual feedback, for example, 
it can make targets feel constantly watched; thus, increasing feelings of 
surveillance as intrusive (Ball, 2010; Charbonneau & Doberstein, 2020; 
Sewell et al., 2011).

5. Practical implications

The sociotechnical framework of workplace surveillance has a range 
of practical implications for organisations, leaders, managers, em-
ployees, and policy makers. From an organisational perspective, the 
framework offers practical recommendations for responsibly imple-
menting sociotechnical surveillance practices that will reduce resis-
tance, mitigate negative outcomes, improve trust between employers 
and employees, avoid ethical concerns, and increase the acceptance of 
surveillance. First, organisations should conduct an audit to assess cur-
rent surveillance practices, their impact on leaders, managers, and em-
ployees, and how these practices align with organisational goals. 
Second, organisations should empower leaders, managers, and em-
ployees by fostering a participatory approach that encourages them to 
engage in discussions about the design and implementation of surveil-
lance practices (Ball, 2010; Do et al., 2024; Parker & Grote, 2022). 
Third, organisations should consider employee perceptions around the 
perceived intrusiveness of surveillance practices and weigh their po-
tential benefits against ethical concerns relating to autonomy, bias, 
privacy, consent, and unethical behaviours. Fourth, organisations 
should consider the vital role culture has in shaping surveillance char-
acteristics to ensure surveillance practices align with employees’ cul-
tural beliefs, norms, values, and expectations. Fifth, organisations 
should develop transparent surveillance practices and policies that 
comply with legal and regulatory requirements (e.g., GDPR). Finally, 
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organisations should conduct regular assessments to ensure they have 
adaptable surveillance practices and policies that change with organ-
isational needs, technological advances, and legal and regulatory 
requirements.

The sociotechnical framework also highlights the need for clearer 
regulatory guidelines. Indeed, policymakers should move beyond 
traditional approaches to developing surveillance policies, which often 
regulate technologies (e.g., biometrics and AI) and data (e.g., GDPR), 
but overlook social factors shaping surveillance. Adopting a socio-
technical approach would allow policymakers to consider how organ-
isational culture, leadership, management, and employees (not just data 
or technology) shape surveillance practices. Furthermore, policymakers 
should introduce surveillance impact assessments that go beyond current 
data protection impact assessments, which primarily focus on privacy and 
data protection, by explicitly considering the broader social implications 
of workplace surveillance.

6. Conclusions

This paper aimed to produce a new sociotechnical framework to 
explain how the social and technological dimensions within an organi-
sation shape the characteristics of workplace surveillance. The socio-
technical framework indicates that both the social and technological 
elements shape the characteristics of workplace surveillance. Indeed, 
empirical research highlights the significant impact organisational cul-
ture, leadership, management, and employees have on shaping the 
characteristics of surveillance and, thus, were integrated into the 
framework. In doing so, this paper produces a conceptualisation of 
workplace surveillance that recognises the role of individuals and col-
lectives at all levels along organisational hierarchies; thus, challenging 
traditional organisational structures by conceptualising surveillance as a 
sociotechnical phenomenon that shapes and is shaped by actors 
regardless of their hierarchical position. Empirical research also reports 
the major influence the elements of digital technology have on shaping 
the characteristics of surveillance and were therefore developed and 
integrated into the sociotechnical framework. Namely, focus, boundary, 
datafication, automation, timeline, and frequency. To recapitulate, the 
characteristics of surveillance include purpose, observer, target, direc-
tion, transparency, and intrusiveness. The main argument of this paper 
is that to understand the particular type of surveillance engendered in 
different organisational settings, it is essential to understand how the 
specific social and technological elements interact to shape each of the 
characteristics of surveillance.

6.1. Limitations and future research opportunities

While this paper provides a valuable framework to analyse how the 
sociotechnical conditions shape the characteristics of workplace sur-
veillance, as with any conceptual paper, it is constrained by its reliance 
on existing literature and the lack of empirical validation. Researchers 
are therefore encouraged to adopt the framework in qualitative and 
quantitative empirical studies to validate the framework’s assumptions, 
relationships, and applicability in varied organisational settings. This 
could be done using case studies, surveys, interviews, or ethnographic 
studies. Longitudinal studies would also support the empirical valida-
tion of the framework, providing insight into how the social and tech-
nological dimensions shape and reshape surveillance characteristics 
over an extended period. Comparative studies would also provide an 
opportunity to empirically validate the framework in different sectors, 
industries, regions, and cultures to assess its generalisability and identify 
potential contextual variations.

Workplace surveillance engenders a multitude of outcomes and 
ethical concerns. It is beyond the scope of this paper to empirically 
examine how the sociotechnical characteristics of surveillance affect the 
various outcomes and ethical challenges for leaders, managers, and 
employees. To address this constraint, future research could draw on the 

framework to empirically examine how the sociotechnical dimensions in 
different organisations (1) shape the characteristics of surveillance and 
(2) their subsequent impact on particular outcomes and ethical chal-
lenges, such as autonomy, morale, privacy, consent, unethical behav-
iours, security, and trust. Such empirical studies could utilise qualitative 
or quantitative methods, including surveys, interviews, observations, 
experiments, and document analysis as well as mixed method studies.

Finally, this paper recognises that power permeates throughout the 
interactions between the social and technological dimensions of socio-
technical surveillance. Indeed, empirical studies have shown how and 
why employees actively resist the power exerted through surveillance 
practices (e.g., Cameron & Rahman, 2022; Kellogg et al., 2020; Levy, 
2015). Consequently, this paper acknowledges that the unique power 
relationships between leaders, managers, and employees in different 
organisations can shape each characteristic of workplace surveillance. 
However, a detailed discussion is beyond the scope of this paper. To 
address this limitation, future empirical studies are encouraged to 
examine how power dynamics shape the interaction between the social 
and technological dimensions and the subsequent impact this has on 
shaping the characteristics of workplace surveillance.
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