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A B S T R A C T 

Omega Centauri ( ω Cen) is one of the most complex star clusters in the Milky Way and likely the stripped nucleus of an accreted 

dwarf galaxy. Being the subject of debate between it hosting an intermediate-mass black hole or a collection of stellar-mass 
black holes (BHs) in its centre, ω Cen has been intensively studied o v er the past decades. Our work focuses on characterizing 

the properties of binary systems in ω Cen via multi-epoch MUSE spectroscopic observations spanning o v er eight years and 

co v ering much of its central regions (i.e. core radius). We did not detect any stellar-mass BHs candidates orbiting luminous stars, 
although mock samples indicate a high sensitivity of our surv e y to such systems. This suggests that BHs orbiting stars may be 
rare in ω Cen or in wide orbits around low-mass companions (where our surv e y is 50 per cent complete) or that the periods of 
such systems are longer than expected from cluster dynamics. Additionally, we constrained the orbital properties of 19 binary 

systems in the cluster, with periods ranging from fractions of a day up to several hundred days. We observe an excess of binaries 
with P ≥ 10 d and find evidence that the intrinsic period distribution of binaries in ω Cen differs from those predicted by cluster 
evolutionary models. 

Key words: techniques: photometric, spectroscopic – binaries: spectroscopic – g alaxies: star clusters: individual: Omeg a Cen- 
tauri. 
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 I N T RO D U C T I O N  

mega Centauri ( ω Cen) challenges the conventional categorization 
f Galactic globular clusters (GCs) thanks to its unique characteristics 
ith up to 15 different stellar populations (Bellini et al. 2017 ) and

omplex nature such as a metallicity spread of up to 2 dex (Johnson
t al. 2020 ; Nitschai et al. 2024 ) and evidence for a central stellar
isc and tangential velocity anisotropy (van de Ven et al. 2006 ).
hese findings are consistent with ω Cen being the stripped core of
 disrupted dwarf galaxy that merged with the Milky Way early in
ts formation (Lee et al. 1999 , 2009 ). In this picture, ω Cen would
epresent the former nuclear star cluster of such a galaxy (e.g. Gaia
nceladus/Sausage; Pfeffer et al. 2021 ; Limberg et al. 2022 ). One
f the most intriguing aspects of this stellar system is the ongoing
ebate o v er whether it hosts a massiv e central black hole (BH),
o-called intermediate-mass black hole (IMBH, with a mass range 
0 2 –10 5 M �; Greene, Strader & Ho 2020 ). Noyola, Gebhardt &
ergmann ( 2008 ) first put forward this hypothesis and estimated a
ass for this central dark object ( ≈40 000 M �), by comparing the
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urface brightness and line-of-sight velocity dispersion profiles of 
he cluster with early dynamical models. A massive dark central 
ource became considerably less necessary later, after a new centre 
Anderson & van der Marel 2010 ) and dynamical modelling of proper
otions using the Hubble Space Telescope ( HST ) (van der Marel &
nderson 2010 ) were obtained for ω Cen, imposing an upper limit
f 12 000 M � to the mass of the putative BH. While the idea of an
MBH in the cluster core is not surprising in principle, given the
vidence that nuclear star clusters host massive BHs at their centres
Neumayer, Seth & B ̈oker 2020 ), it does not rule out alternative
ypotheses. In fact, a collection of 10s of thousands of stellar mass
Hs (corresponding to ∼5 per cent of the mass of the cluster) could
e present instead, as they would produce a similar signal (Zocchi,
ieles & H ́enault-Brunet 2019 ). Interestingly, a recent theoretical 

tudy by Sharma & Rodriguez ( 2024 ) have suggested that if a cluster
osts a central IMBH, the expected amount of stellar-mass BHs 
n its core is significantly reduced, by an amount that depends on
ow centrally dense the cluster is, so that there cannot be a peaceful
oexistence of these two entities. Along the same lines is the result by
eigh et al. ( 2014 ), who suggested that the detection of one or more
tellar-mass BHs strongly indicates against the presence of an IMBH 

ore massive than 10 3 M � in 80 per cent of their simulated clusters.
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h permits unrestricted reuse, distribution, and reproduction in any medium, 

http://orcid.org/0000-0003-4746-6003
http://orcid.org/0000-0001-6604-0505
http://orcid.org/0009-0006-5696-7706
http://orcid.org/0000-0003-4546-7731
http://orcid.org/0000-0002-5844-4443
mailto:sara.saracino@inaf.it
https://creativecommons.org/licenses/by/4.0/


3190 S. Saracino et al. 

M

 

s  

B  

e  

B  

u  

a  

d  

t  

c  

i
 

t  

v  

d  

O  

s  

ω  

i  

i  

d  

B  

p  

ω  

l  

p  

d  

e
 

g  

B  

a  

o  

d  

h  

o  

o  

a  

o  

a  

e  

t  

o  

s  

s  

c  

e  

a  

f  

p
 

(  

n  

w  

w  

w  

2  

s  

g
 

s  

o  

o  

l  

h  

e  

s  

t  

s  

v  

e  

r  

o
 

i  

a  

G  

l  

u  

b  

f  

w  

u  

o
 

t  

t  

g  

i  

B  

s  

p  

i  

c  

p  

B  

b  

l  

(  

2  

i  

s
 

s  

o  

a  

I  

s  

c  

o

2
B

S  

fi  

b  

s  

c  

o  

a  

G  

G  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/538/4/3189/8090514 by Liverpool John M
oores U

niversity user on 21 M
ay 2025
The possibility that ω Cen contains an IMBH has sparked
ignificant interest and debate within the astrophysical community.
aumgardt et al. ( 2019 ) contributed to the discussion by presenting
vidence suggesting the prevalence of a collection of stellar-mass
Hs within ω Cen. This idea was based on tailored N -body sim-
lations used to fit the velocity dispersion profile of the cluster,
long with the absence of high-velocity stars in its central regions
etected by observations. The search for an IMBH in the cluster was
hen suspended, leaving the question of the true nature of ω Cen’s
entral dark component unresolved and triggering more analysis and
nvestigations. 

In fact, convincingly addressing this contro v ersy requires a mul-
ifaceted observational approach. On one side, the search for high-
elocity stars within the cluster’s core offers a potential means of
istinguishing between the IMBH and stellar-mass BH scenarios.
n the other side, conducting a comprehensive multi-epoch spectro-

copic campaign to identify and characterize binary systems within
 Cen, particularly those hosting stellar-mass BHs as companions,

s essential. In fact, although a direct spectroscopic detection of
solated BHs or BH–BH binaries is not possible (i.e. these systems
o not emit light and cannot be detected), a non-negligible fraction of
Hs are expected to still form binaries with luminous companions,
roviding an indirect means of detection. It is worth mentioning that
 Cen contains white dwarfs (WDs) and neutron stars (NSs) orbiting

uminous stars, disco v ered as cataclysmic variables, millisecond
ulsars and a possible quiescent low mass X-ray binary, thanks to
eep radio and X-ray observations (Henleywillis et al. 2018 ; Dai
t al. 2020 ), but no stellar-mass BHs have been detected so far. 

The advent of advanced observational facilities, such as the inte-
ral field spectrograph MUSE (Multi Unit Spectroscopic Explorer;
acon et al. 2010 ) mounted at the Very Large Telescope (VLT),
nd high-resolution HST observations, have significantly enhanced
ur ability to explore both pathways with unprecedented resolution,
epth and completeness. Recent observational efforts in this direction
av e pro vided intriguing insights into the nature of the central object
f ω Cen. Exploiting proper motion measurements from o v er 20 yrs
f consecutive HST monitoring (H ̈aberle et al. 2024b ), the same
uthors were able to identify seven fast-moving stars in the central 3’
f ω Cen, providing convincing evidence for the actual presence of
n IMBH within the cluster, with a mass of at least 8200 M � (H ̈aberle
t al. 2024a ). On the other hand, Platais et al. ( 2024 ) made use of up
o 13 yrs of Hubble observations of ω Cen’s central regions to carry
ut a detailed astrometric acceleration search in order to detect any
tellar-mass BHs in the cluster. They found four new binaries with
ignificant accelerations, of which three were consistent with a WD
ompanion and one possibly with a NS companion, but again no
vidence for BHs. As previously mentioned, if an IMBH as massive
s 40 000 M � is present in ω Cen, there might be not enough room
or a large fraction of stellar-mass BHs, be they single BHs, BH–BH
airs or BHs orbiting stars. 
According to theoretical simulations with the Cluster Monte Carlo

CMC) and the MOnte Carlo Cluster simulAtor (MOCCA) codes, the
umber of BHs in binaries with luminous companions does not scale
ith the total number of BHs. In fact, only a small percentage of them
ill interact with luminous stars, with all the remaining pairing up
ith other BHs or remaining isolated (Askar, Arca Sedda & Giersz
018 ; Kremer et al. 2020 ). Ho we v er, although the y represent only a
mall fraction of the total, BHs orbiting stars are the best to detect,
iven the signal they produce in radial velocity (RV) studies. 
RV studies are time consuming, as they require to observe the

ame field for multiple times o v er the years, but provide a lot
f information, e.g. they allow to identify and characterize the
NRAS 538, 3189–3209 (2025) 
rbital properties of all binary stars in the cluster. They can shed
ight on the dynamical interactions that occur, their frequency and
ow many binary systems with ongoing mass transfer we should
xpect. Binary stars are also critical for understanding the evolution,
tructure and dynamics of clusters. Mass se gre gation causes binaries
o accumulate in cluster centres, where they act as dynamic energy
ources, stabilizing the clusters against core collapse and affecting
elocity dispersion measurements, which are essential for accurately
stimating cluster masses (Bianchini et al. 2016 ). For all these
easons, a comprehensive analysis of the binary population content
f ω Cen is urgently needed but still lacking. 
A study by M ̈uller-Horn et al. ( 2025 ) has recently highlighted

mportant discrepancies in the comparison between the observed
nd predicted orbital period distributions of binaries in the Galactic
C 47 Tucanae (47 Tuc; Ye et al. 2022 ), namely a large popu-

ation of unobserved short-period binaries ( P < 2–3 d). Both the
ncertain treatment of the common envelope phase and the initial
inary properties adopted by the simulations could be responsible
or this difference. Making similar observations in other clusters
ith different dynamical times and nuclear densities can help us
nderstand the physics driving this mismatch between theory and
bservation. 
A first important step forward in this direction has been recently

aken by a spectroscopic study of ω Cen led by Wragg et al. ( 2024 ),
he first paper in this series, who provided valuable information on the
lobal binary fraction of the system (2.1 per cent ± 0.4 per cent), well
n agreement with previous photometric estimates (Elson et al. 1995 ;
ellini et al. 2017 ). The sample consisted of MUSE observations

panning a time baseline of more than eight years, co v ering a large
ortion of the central regions of the cluster. Leveraging the data set,
n the second paper we perform Keplerian orbital fits to all binary
andidates with more than six single-epoch RVs, to investigate the
resence of any stars orbiting massive companions, i.e. stellar-mass
H or NS candidates, as well as to study the global properties of the
inary population of ω Cen, in terms of their period distribution. The
atter information is unavailable or rare for clusters as old as ω Cen
with 47 Tuc; M ̈uller-Horn et al. 2025 and NGC 3201; Giesers et al.
019 being the only exception) but extremely useful for providing
nsights into reliable initial conditions for building tailored dynamical
imulations of these systems. 

In Section 2 , we briefly introduce the data set and outline the key
teps used to identify binary stars in ω Cen. Section 3 details the
rbital fitting methods applied to the observed binary sample and
nalyses the results for systems with constrained orbital parameters.
n Section 4 , we assess the completeness and purity of the binary
tar sample in ω Cen using mock data sets. Sections 5 and 6 focus on
omparisons with theoretical predictions, while Section 7 presents
ur conclusions. 

 OBSERVA  TI ONS,  DA  TA  ANALYSI S ,  A N D  

I NA RY  SYSTEM  I DENTI FI CATI ON  

pectroscopic observations of GCs face challenges due to crowded
elds, resulting in source blending and limited samples for studying
inary populations. Ho we ver, VLT/MUSE of fers a solution, enabling
imultaneous spectroscopy of numerous stars within the crowded
entral regions of star clusters. It provides spectra covering the range
f 4750 to 9350 Å with a spectral resolution of R ∼ 1800 –3500
cross a 1 × 1 arcmin 2 field of view. This study utilizes MUSE
uaranteed Time Observations data of ω Cen from the surv e y of
alactic GCs presented in Kamann et al. ( 2018 ), comprising 10 wide-
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Figure 1. Observed RV semi-amplitude distribution of all stars in the MUSE 

observations of ω Cen (blue), compared to the distribution for the binaries 
detected (orange). A tail of high-amplitude binaries ( > 75 km s −1 ) seems to 
be present. Ho we ver, while plotting the distribution of binaries after removing 
those showing clear outliers in their observed RV curve (green), most of the 
tail previously observed disappears. 
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eld mode and six narrow field mode pointings repeatedly observed 
etween 2015 and 2022 with varying cadences and exposure times. 

As this work is based on the data set already presented in Wragg
t al. ( 2024 ), we do not pro vide e xtensiv e details on how the MUSE
bservations were analysed. We briefly mention the main steps of 
he data analysis here and we refer any interested reader to their
aper (and the references therein) for a more e xhaustiv e e xplanation.
he MUSE raw data underwent the standard ESO pipeline reduction 

Weilbacher et al. 2020 ), followed by stellar spectra extraction 
sing PAMPELMUSE software (Kamann, Wisotzki & Roth 2013 ). 
terativ e impro v ement of the point spread function ensured accurate
 xtraction ev en in the most crowded region, the cluster core. High-
esolution photometric data from the HST ACS surv e y of Galactic
Cs (Sarajedini et al. 2007 ; Anderson et al. 2008 ) and the study of
nderson & van der Marel ( 2010 ) served as an astrometric reference

or stellar positions and magnitudes, facilitating the extraction of 
ndividual spectra. 

Spectral analysis utilized SPEXXY (Husser et al. 2016 ), performing 
ull-spectrum fitting against PHOENIX template spectra (G ̈ottingen 
ibrary GLIB ; Husser et al. 2013 ) to measure stellar parameters and
Vs. Initial parameter guesses (e.g. T eff or log g ) were determined
y comparing the HST photometry against a PARSEC isochrone 
Marigo et al. 2017 ) of appropriate age, metallicity, extinction and 
istance for ω Cen. Parameters such as T eff , [M/H], and RVs were
efined through least-squares optimization, with different procedures 
dopted for stars across various evolutionary stages. For example, 
xtreme horizontal branch (HB) stars were too hot ( T eff > 15 000 K)
o be compared against the GLIB template spectra, hence were treated 
eparately, following Latour et al. 2024 . Single-epoch RVs were 
btained for all the observations available, and to address underes- 
imated velocity uncertainties, a correction factor was determined 
ased on comparison samples, as outlined in previous MUSE studies 
see e.g. Kamann et al. 2016 ; Nitschai et al. 2023 ). 

The final MUSE sample was obtained after several quality cuts 
nd cluster membership selections were applied, including: (i) The 
pectra successfully fitted by SPEXXY . (ii) The contamination from 

earby sources was estimated to less than 5 per cent. (iii) The spec-
rum was extracted at least 2 spaxels away from the edge of the MUSE
eld of vie w. (i v) The magnitude accuracy parameter determined by
AMPELMUSE was abo v e 0.6. (v) The RV measurement reliability 
arameter introduced in Giesers et al. ( 2019 ) was o v er 80 per cent.
vi) The T eff , log g , and [M/H] values were consistent with those
btained for other epochs. (vii) A membership probability cut of 0.8 
as used to discard field stars. (viii) Photometric variable stars were 

emo v ed via a cross-match with the catalogues by Clement et al.
 2001 ), Lebzelter & Wood ( 2016 ), and Braga et al. ( 2020 ). (ix) The
hotometric variability parameter estimated from the MUSE data 
as less than 0.25. Such variability most likely points to problems 
uring the extraction of the spectra, not to the detection of new
ariable sources, so it is safe to discard those objects. 

By applying these criteria, a sample of 266 816 individual spectra 
rom 28 979 stars remained. We have a median number of six valid
V measurements per star, and stars with at least six measurements 
re also the only stars for which we estimated a probability to
e variables, i.e. to be part of a binary system. Stars with less
han six single-epoch RV measurements (47 per cent of the total, 
orresponding to 10 170 stars) were not considered due to the limited
nformation available. This choice is based on previous works of this
ype (see Giesers et al. 2019 ) and allows to limit misclassifications
hat could influence subsequent results. 

We adopted the method by Giesers et al. ( 2019 ) to calculate
he probability of velocity variability for each star in the sample. 
y weighing χ2 values against the likelihood of statistical noise, 
his approach minimizes false positive detections, allowing to get 
 cleaner sample of binaries to analyse. We adopted a probability
hreshold of P var > 0 . 8 to distinguish binaries from single stars, as
uggested in Wragg et al. ( 2024 ), because this threshold allows to
inimize the number of spurious detections in the sample (a visual

epresentation of this selection is shown in their Fig. 3 ). 
The sample thus obtained, composed of 222 binary stars for a total

f 2649 velocity measurements is used in the present work to attempt
 Keplerian fit for each of the binaries. The catalogue containing
USE RVs of individual epochs for all stars in ω Cen, together
ith their P var values, is published as supplementary material to this
aper and can be found on Zenodo ( https:// doi.org/ 10.5281/ zenodo.
5100789 ). For binaries with fewer than six epochs, the P var column
s empty. The distribution of the RV semi-amplitude ( K ) for all stars
bserved by MUSE in ω Cen is presented as a blue filled histogram in
ig. 1 . The subsample of binary candidates with P var > 0 . 8 is instead
hown in orange. For each star, K is measured as half of the observed
eak-to-peak RVs variation. For single stars this quantity is close to
 and increases for binaries, with highest values corresponding to 
inaries with high RV variations. The distribution shows a tail for K
alues of 75 km s −1 or abo v e, suggesting the possible presence of an
nteresting population of high-amplitude binaries. Ho we ver, after a 
areful inspection of the binaries in the tail we realized that the vast
ajority (12 binaries) might contain one or two outliers, artificially 

nflating the RV semi-amplitude. 
To try and discriminate between binaries with outliers and genuine 

ariables, we fitted their RV curves before and after removing the
V measurement(s) responsible for the high-amplitude values (see 
etails on the methodology in Section 3 ). A good orbital solution
as found for all systems when such epochs were included, but not
hen they were removed. This would support the idea that these
easurements are outliers, probably caused by undetected blends or 

ocal minima in the χ2 space sampled by SPEXXY . On the other
and, if we instead assume that these are all genuine binaries,
hey must be very eccentric (with e > 0.7–0.8). Given that only
 per cent of all binaries with main sequence (MS) companions in
MNRAS 538, 3189–3209 (2025) 
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Table 1. Summary of the distributions adopted as a prior for the different parameters, both in THE JOKER (left-hand 
side) and in ULTRANEST (right-hand side). 

Parameter THE JOKER ULTRANEST 

Period, P (d) or frequency, f (1/d) ln P ∼ U (0 . 1 , 1000) ln f ∼ N ( ln 0 . 1 , 2 . 3) 
RV semi-amplitude, K 1 (km s −1 ) N (0 , σ 2 

K 

) with σK 

= 30 km s −1 N (0 , σ 2 
K 

) 
Mean anomaly, M 0 (rad) U (0 , 2 π ) U (0 , 2 π ) 
Eccentricity, e β(0 . 867 , 3 . 03) β(0 . 867 , 3 . 03) 
Argument of pericenter, ω (rad) U (0 , 2 π ) U (0 , 2 π ) 
Jitter term, s (km s −1 ) – ln s ∼ N ( −4 , 2 . 3) 
System velocity, v sys (km s −1 ) N (233 , 20) N (233 , 20) 
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he simulation presented in Section 4.1 have e > 0.7–0.8, it would
ook extremely unlikely that all these binary systems are genuine and
ighly eccentric. Ho we v er, we cannot e xclude that there is an issue
ith these stars, hence we make the conserv ati ve choice to discard

hese systems from the subsequent analysis. The new distribution,
ithout these stars, is presented in green in Fig. 1 . We note here that

he inclusion of these systems is not expected to have any significant
mpact on the binary fraction of ω Cen derived by Wragg et al.
 2024 ). The small number of systems in fact produces differences
hat fall within the corresponding uncertainty. 

 O R B I TA L  FITTING  O F  I N D I V I D UA L  

INARIES  

he main aim of this study is to fit the observ ed RV curv es of
ll binary candidates in ω Cen, to constrain their orbital properties
e.g. period, semi-amplitude, mass ratio etc.). The only assumption
e make to perform the analysis is that all binaries consist of two

tars, and one star dominates the light, simplifying the model to
B1 binaries. While the generalized Lomb–Scargle periodogram
Zechmeister & K ̈urster 2009 ) method is widely used in astronomy
or detecting periodic signals in irregularly sampled time-series data,
t has been pro v en to be not ideal for sparse data like ours. In this
tudy we have employed two different algorithms, able to infer binary
rbital parameters in a Bayesian framework: THE JOKER (Price-
helan et al. 2020 ) and ULTRANEST (Buchner 2021 ). Both were

ro v en to be rather ef fecti ve with sparse and noisy RV measurements.

.1 T HE JOKER 

HE JOKER is a custom Monte-Carlo sampler (Price-Whelan et al.
017 , 2020 ). The software generates a library of possible orbits based
n input parameters, scanning the parameter space to find orbits that
atch the observed RV curve. For our data set, 2 29 prior samples

re generated log-uniformly within a period range of 0.1–1000 d.
e apply distributions for eccentricity, velocity semi-amplitude K ,

nd systemic velocity consistent with previous studies (Saracino et al.
023 ) and detailed in Table 1 , left column. For each star we requested
12 posterior samples, discarding stars for which a significantly
ower number of posterior samples were obtained. The results, both
n terms of binary population and individual binary properties, are
resented in subsequent Sections. 

.2 U LTRANEST 

LTRANEST is a nested sampling algorithm, originally introduced by
uchner ( 2021 ). It is able to explore complex likelihood landscapes
nd compute posterior probability density functions (PDFs). For
ach binary in our sample we determined the PDFs for six orbital
NRAS 538, 3189–3209 (2025) 
arameters ( P , K , e , ω, v sys , and M 0 ), also including a jitter
erm (s), which takes into account the possible underestimation of
bserved RV uncertainties. The adopted prior distributions for all the
arameters are detailed in Table 1 , right column, and are in line with
hose suggested in similar studies (e.g. M ̈uller-Horn et al. 2025 ).
he number of posterior samples produced by ULTRANEST is of the
rder of a few thousands, making the results for constrained binaries
 v erall more robust and statistically reliable than those provided by
HE JOKER . 

.3 Binaries with constrained orbits 

he period distribution of binaries often remains multimodal due to
liasing, data uncertainties or irregular time sampling with both THE

OKER and ULTRANEST . This reduces the number of constrained
inaries sensibly relative to the original sample of candidates.
he ‘golden’ subset of binaries with well-constrained orbits is

dentified using clustering techniques (e.g. a Gaussian Mixture Model
lgorithm), which lead to a distinction between stars with unimodal
r bimodal solutions, and unconstrained solutions. Based on the
lassification adopted in previous binary studies (Giesers et al. 2019 ;
aracino et al. 2023 ; M ̈uller-Horn et al. 2025 ), we define that a
inary (i) has a unimodal solution if σ (log P ) < 0.5, (ii) has a bimodal
olution if the period has a bimodal distribution and each of the
wo peaks satisfies the abo v e criterion. The solution adopted is the
ne with the largest number of posterior samples associated with it.
inally, a binary has an unconstrained solution if it does not belong

o any of the previous cate gories. An e xample of a well-constrained,
nimodal, binary orbit is illustrated in Fig. 2 , demonstrating a clear
lustering around a single orbital solution. 

To determine the final list of binaries with reliable solutions in
 Cen we adopted the following strategy: (1) we did include all
inaries classified as unimodal or bimodal by both methods; (2)
e did exclude all binaries constrained by THE JOKER but not
y ULTRANEST if the number of posterior samples in the former
ase was below 512. In these cases we were not sure that the
ew posterior samples provided by THE JOKER indicated a very
nformati ve, but rather inconclusi ve, solution. (3) We included all
inaries classified as constrained by ULTRANEST and not by THE

OKER , as this was often due to low number statistics of the latter. The
otal number of binaries with constrained solutions thus identified is
9, of which 5 are only constrained by ULTRANEST . The photometric
nd astrometric properties of this compilation of binaries are listed
n Table B1 , while their orbital properties are presented in Table B2 ,
long with a comment specifying whether these are unimodal or
imodal solutions. Among the 19 constrained binaries there are three
hat have e = 0. This is the result of a test carried out to verify
hether some binaries could be more easily and better constrained
y adopting a fixed rather than variable eccentricity. The latter is
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Figure 2. The best-fitting orbital solution for the binary candidate ID #1665349 provided by ULTRANEST , to show what a unimodal orbital solution looks like. 
The green points in the top right and bottom left panels represent only a subsample of 512 posterior solutions, to a v oid o v ercrowding the plot. The best-fitting 
solution is shown as a green curve overplotted on the observed RV measurements, both in the time space (top left) and phase space (bottom right). 
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Figure 3. Eccentricity–period plot of the well-constrained binaries in ω 

Cen. Binaries with unimodal and bimodal solutions in the posterior period 
sampling are shown as black and red dots, respectively. Cyan diamonds 
identify binaries constrained by both THE JOKER and ULTRANEST . The period 
distribution of the 19 binaries is shown in grey in logarithmic scale and spans 
the range between 1 and 500 d with multiple peaks. The green histogram 

shows the same period distribution, once corrected for the incompleteness 
derived in Section 4.1 . The eccentricity distribution, on the other hand, varies 
only from 0 to 0.5, with a peak around 0.1/0.15, i.e. prefers low eccentricity 
orbits. The dashed cyan line defines the maximum expected eccentricity for 
a given period. Binaries with P < 2 d are expected to have circular or close 
to circular orbits. The reported values are from ULTRANEST . The values from 

THE JOKER can be found in Table B2 in the Appendix. 
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ndeed the most uncertain parameter among all we can retrieve but 
e expect some binary systems to have circular orbits, especially 
ith periods P < 2 d. The observed RV curves as well as the best-
tting orbital solutions for the 19 constrained binaries in ω Cen, are
resented in the Appendix, in Figs B1 , B2 , B3 , and B4 , both in time
nd phase space. On average, binaries with constrained solutions have 
 higher number of RV measurements. None of these systems were 
pecifically targeted and this is simply the result of our observational 
etup. 

Among the 222 likely binary systems ( P var > 0.8) of ω Cen, 19
ave constrained orbital properties, representing 9 per cent of the 
ntire sample. We present their properties in Fig. 3 using a linear-
og plot of their eccentricity versus period distributions. Black and 
ed dots refer to binaries with unimodal and bimodal solutions, 
espectively and large cyan diamonds highlight the 14 binaries 
onstrained by both methods. Eccentricity and period distributions 
re also shown as grey histograms in the vertical and horizontal 
anels, to better visualize the results. The green histogram o v erlaid on 
he observed period distribution of the binaries shows the distribution 
orrected for incompleteness (see Section 4.1 for details). 

While binaries span a wide period range (from less than 1 d
o a few hundreds days), their distribution is not uniform due to
bserv ational sensiti vity peaks. In other words, the sensiti vity to
ifferent orbital periods changes o v er the entire range due to time
ampling and cadence of our observations. The result is that, o v erall,
e are significantly more sensitive to short-period binaries than long- 
eriod ones. In this context, it is interesting to note that we observe an
 v erabundance of binaries with periods larger than 10–20 d compared 
o binaries with shorter periods. For instance, if we assume that 
he underlying period distribution of the binaries in ω Cen were 
niform across the entire range, we would have expected to observe 
he opposite trend. The fact that this is not the case suggests an
 v erabundance of moderately long periods in the cluster, a possibility
hat we will explore in the next sections. Eccentricity instead ranges 
rom 0 to 0.5, with no highly eccentric binaries detected. This result
s not surprising because we know that the eccentricity distribution 
s biased towards low values, i.e. fewer number of measurements are 
eeded to constrain binary systems with low eccentricity values. On 
 similar note, Fig. 3 also shows a dashed cyan curve representing the
aximum eccentricity limit as defined by equation (3) in Moe & Di
 R  
tefano ( 2017 ). The authors assume circular orbits for binaries with
eriods P < 2 d due to tidal forces (consistent with both observations
nd tidal theory of early-type binaries; Zahn 1975 ; Abt, Gomez &
evy 1990 ; Sana et al. 2012 ) and our small sample follows this trend,
xcept for one binary with a rather large eccentricity uncertainty. 

In Fig. 4 , we used the same data to show the peak-to-peak
V distribution ( �V r = 2 K) of the 19 constrained binaries as a
MNRAS 538, 3189–3209 (2025) 
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M

Figure 4. Period–peak-to-peak RV variation ( �V r ) plot of the 19 well 
constrained binaries in ω Cen. The colour code is the same as in Fig. 3 , 
also shown in the bottom-left legend. Stars with large orbital periods and/or 
high peak-to-peak RV variability occupy the upper right region of the plot. 
The dashed orange line defines the locus where equal-mass binaries composed 
of two stars with mass 0 . 8 M � – the maximum stellar mass expected in ω 

Cen given its absolute age – are located when observed edge-on. Binaries 
with q < 1 are on the left of the orange line, while binaries with q > 1 are 
on the right. The 1D period and �V r distributions of the 19 binaries are also 
shown in the figure, in grey in logarithmic scale, spanning a large range of 
values. As in Fig. 3 , the green histogram refers to the distribution of periods, 
once corrected for the results of Section 4.1 . The reported values are from 

ULTRANEST . The values from THE JOKER , are provided in Table B2 in the 
Appendix. 
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unction of their period distribution. Binaries in ω Cen span a range
f amplitude values, from tens to hundreds of km s −1 , peaking at
round 30–40 km s −1 . Two systems ev en e xceed 100 km s −1 . This
lot is generally used to identify regions where binaries with massive
ompanions may reside, based on predictions by Clavel et al. ( 2021 ).
he red shaded line identifies the locus of binaries with mass ratios
 = M 2 / M 1 = 1 and where each of the two components has a mass
f 0.8 M �, corresponding to a MS turn-off star in the cluster. The
atter are the most massive stars we can find in a stellar system as
ld as ω Cen, if we do not take peculiar stars like blue straggler stars
BSSs; Ferraro et al. 1999 ) into consideration. Stars more massive
han that have already evolved and died. Binaries to the left of the
ed dashed line have mass ratios q < 1 (i.e. secondary components
ith masses lower than the 0.8 M � primary), while those to the right
ave mass ratios q > 1 (i.e. more massive secondaries). None of
he binary systems with constrained properties in ω Cen fall into
he latter region, meaning there is no evidence of binary systems
ith potential NS and BH candidates within the sample. It is worth
oticing, ho we ver, that binaries are generally shifted to the left of
his plot, due to velocity damping and inclination effects. The term
velocity damping’ refers to the phenomenon of intrinsic reduction
f the velocity amplitude of binary systems made up of two stars
ith similar masses. More details are provided in Section 3.4 . 
Fig. 5 summarizes the results of this study from a photometric

erspective. It presents the HST (F435W-F625W, F625W) colour–
agnitude diagram (CMD) of ω Cen, where all stars observed in

he MUSE field of view for multiple epochs are shown. Each star is
NRAS 538, 3189–3209 (2025) 
olour-coded for its probability to be a binary system ( P var ) according
o the investigation presented in Section 2 . Dark colours indicate
igh probabilities of being binaries, while light orange suggests
ingle stars. Green x-shaped symbols identify photometric variables
rom the literature (Clement et al. 2001 ; Lebzelter & Wood 2016 ;
raga et al. 2020 ), while large diamonds highlight the 19 binaries
onstrained in this work. Of those, the 14 coloured in violet identify
hose constrained by both THE JOKER and ULTRANEST , while the
emaining five are those only constrained by ULTRANEST . It is worth
oticing that the binary probability exceeds 99 per cent ( P var > 0 . 99)
or all constrained binaries, confirming the reliability of the method
sed to identify binaries in clusters. The 19 binaries with constrained
rbital properties span the entire F625W range, from the red giant
ranch (RGB, F625W ∼13) down to the MS (F625W ∼19), with two
ystems also occupying the BSS region. We note here that most of
he constrained systems are on the RGB (o v er 60 per cent of the
otal), despite MS stars dominating our sample in number. This is
ecause RGB stars are significantly brighter and have lower RV
ncertainties. 

.4 A possible white dwarf candidate 

ased on the results in Fig. 4 , there is no evidence for massive
ark companions (BHs or NSs) in the sample of binaries we have
onstrained in ω Cen with the MUSE data av ailable. Ho we ver it is
till important to investigate whether or not any of the constrained
inaries contains a WD companion, which is not easy to tell given
hey share similar masses with stars in ω Cen. 

Star clusters are characterized by a well-populated MS, as well
s by a slightly redder sequence containing binaries composed of
wo MS stars. Since the two components of a binary system are too
lose to each other to be spatially resolved at the distance of ω Cen,
uch binaries appear as a single, yet brighter source. In particular,
hile the mass ratio increases, the system follows an arc that first
ets redder and then returns back closer to the primary stars colour.
hen the mass ratio is equal to 1, the MS binary has the same

olour, but appears 0.75 mag brighter than either of its constituents.
hotometry can then be used to find binaries and it has indeed been
 xtensiv ely used in the literature to estimate the binary fraction of old
tellar systems such as Galactic GCs (see e.g. Milone et al. 2012 ).
he spectroscopic detection of binaries is instead influenced by the

uminosity damping, i.e. the RV amplitude measured with MUSE is
inearly damped by the flux ratio f 2 / f 1 of the stars (see Giesers et al.
019 ). In the extreme case of a binary made of two similarly bright
tars, the spectral lines of the two components cannot be individually
esolved so that the measured RV amplitude is 0. High-mass ratio
inaries are then the most difficult to detect spectroscopically but
he easiest to identify photometrically. For stars on the MS, where
his rule holds, such a different behaviour between photometry and
pectroscopy can be exploited to investigate the nature of the unseen
ompanion. 

Briefly, for a given orbital period, the maximum amplitude of a
inary system with a MS companion can be predicted, assuming
n edge-on configuration and considering the mass ratio dependent
amping factor. If the observed amplitude exceeds this value, a
S companion appears unlikely, suggesting that a WD may be

resent instead. Further, if the system’s position on the CMD
ppears inconsistent with the one predicted by the mass ratio of
ts components, this lends further evidence to the idea that the
ompanion is not a MS star but a WD. To test the method, we applied
t to the three binaries in our sample located on the MS and found
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Figure 5. Colour–magnitude diagram of ω Cen, where all stars with MUSE spectra are presented, colour-coded for their probability to be in binary systems. 
Light colours identify likely single stars while dark colours indicate binary candidates. Small green crosses are photometric variables identified thanks to the 
cross-correlation with the catalogues by Clement et al. ( 2001 ) and Braga et al. ( 2020 ) and were discarded from the subsequent analysis. Binary systems with 
constrained solutions are also shown: those constrained by THE JOKER are highlighted as large pink diamonds, while those constrained by ULTRANEST are 
highlighted as large cyan open diamonds. The vast majority of the binaries have been constrained by both methods. The large yellow cross identifies a candidate 
WD companion to one of the constrained binaries with MS primary. 
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hat the results for two of them were fully consistent with having a
S companion. 
The binary system with ID #7634619 instead provided the most 

nteresting result: the observed RV amplitude of the binary was too 
igh compared to the predicted one and the derived mass ratio was
ot consistent with its position in the CMD of Fig. 5 (yellow cross),
xactly on top of the MS of the most populated stellar population
f ω Cen (we refer the reader to Bellini et al. 2017 for a detailed
iscussion about the stellar populations of the cluster). This suggests 
hat the secondary is a WD, because it does not contribute light to
he system, nor does it produce the damping factor mentioned abo v e.

e estimated a mass for the WD candidate of about 0.97 M �. The
osition of this binary in Figs 3 , 4 , and 5 is highlighted with a large
ellow cross. Further details on the method will be provided in an
pcoming publication (Dreizler et al. in preparation). 

 T H E  BINA RY  POPULATION  O F  ω C E N  

he primary goal of this study is to determine the orbital properties of
s many binaries in ω Cen as possible, while investigating the o v erall
haracteristics of the cluster’s binary population. By inferring the 
eriod and mass ratio distributions, we aim to gain insights into the
ynamical processes that have shaped the cluster’s evolution. This 
ype of analysis has not been done for ω Cen and is rare even in more
ypical GCs (e.g. 47 Tuc; M ̈uller-Horn et al. 2025 ). 

One key question is whether the apparent o v erabundance of
inaries with P > 10 d is a genuine feature or an artefact of
ncomplete sampling. ω Cen has no available binary population 

odels based on dynamical evolutionary models (e.g. Askar, Arca 
edda & Giersz 2018; Kremer et al. 2020 ), unlike the case of 47 Tuc
Ye et al. 2022 ). To o v ercome this, we created our own distribution
f binaries, with known binary populations and orbital parameters, 
ollowing that of Wragg et al. ( 2024 ). These mock samples, referred
o as simulations, were processed identically to the real data (e.g.
sing the same probability methods and orbital fitting software) to 
ssess completeness and purity of the sample and derive a corrected
istribution for key binary properties, especially orbital periods, 
hich strongly affect detectability. We generated two sets: one for 
inaries where the secondary is a MS star (simulation I), and another
or binaries with dark remnants such as WDs, NSs, or stellar-mass
MNRAS 538, 3189–3209 (2025) 



3196 S. Saracino et al. 

M

B  

e

4

4

T  

e  

s  

o  

o  

f  

p  

b  

o  

t  

p  

t  

p

 

e

 

v  

d
 

1
 

g
 

w
 

2

 

b  

fi  

5  

a  

b
o

 

o  

F  

b  

p  

a

4

I  

p  

(  

1

c
e
2

t
r
c

Figure 6. The fraction of constrained binaries in simulation I as a function 
of the F625W magnitude. Binaries with evolved (bright) primaries are more 
frequently constrained than binaries with unevolved (faint) primaries. The 
separation between the two categories is highlighted by the black dashed 
vertical line. 
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Hs (simulation II). Both sets used the same time stamps and velocity
rrors as the real data to ensure identical observational limitations. 

.1 Simulation I: MS companions 

.1.1 Setup 

o create the first mock sample, we followed the guidelines in Wragg
t al. ( 2024 ) with some modifications. We matched the size of the
imulated sample to the observed one (i.e. the full MUSE sample
f stars, either single or binaries), assigning a random fraction of
bjects to binary systems. Although ω Cen has a low o v erall binary
raction (2 . 1 ± 0 . 4 per cent ; Wragg et al. 2024 ), we assumed a 50
er cent binary fraction for two reasons: (1) to ensure a large enough
inary sample to reliably assess completeness and purity as a function
f orbital properties, and (2) the binary fraction does not affect
he reco v ery of individual orbital parameters. The primary stars’
roperties were randomly selected from the observed sample, while
he secondary components were assigned based on the following
arameter distributions: 

(i) Mass ratio: uniform distribution, in agreement with Iv anov a
t al. ( 2005 ). 

(ii) Inclination: uniform distribution of cos i between 0 and 1. 
(iii) Cluster systemic velocity: normal distribution, with a mean

alue of 250 km s −1 and a velocity dispersion σ of 20 km s −1 , as
erived from the MUSE data. 
(iv) Orbital period: lognormal distribution, with a mean value of

0 d and a standard deviation of 10 1 . 5 d. 
(v) t 0 : uniform distribution between 0 and the value of P for a

iven binary. 
(vi) Eccentricity: beta function, with α = 2 and β = 5. Binaries

ith P < 2 d have a fixed eccentricity of 0. 
(vii) Argument of periapsis ω: uniform distribution between 0 and

 π . 

The magnitudes of the secondary components have been assigned
y using an isochrone of appropriate parameters for ω Cen and by
nding the closest match in terms of mass along the MS. Of the initial
0 per cent of stars classified as binaries, only 34 per cent remained
s such at the end of the simulation. The others were either ‘soft
inaries’, too weakly bound to survive in the cluster environment, 1 

r binaries where the more massive star overflowed its Roche lobe. 
The final sample, comprising single stars and binaries with known

rbital parameters, was processed identically to the observations.
irst, we derived the probability for each star being part of a
inary, considering those with P var > 0 . 8 as reliable. These were then
rocessed using ULTRANEST 2 to determine their orbital properties by
dopting the priors listed in Table 1 . 

.1.2 Results 

n the following, we investigate our ability to recover the orbital
roperties of simulated binary stars. We discard the small fraction
 ∼1 per cent; see also Wragg et al. 2024 ) of false positives, i.e. single
NRAS 538, 3189–3209 (2025) 

 This criterion will be explored in more detail in Section 6 , where a direct 
omparison will be made with CMC simulations of two types of GCs (Kremer 
t al. 2020 ), one as dense as ω Cen and a denser one. 
 We chose to only use ULTRANEST in this part, for the orbital fitting of 
he simulated binaries. The latter method, in fact, pro v ed to be the most 
eliable and robust, given the greater number of posterior samples it provides, 
ompared to THE JOKER . 
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tars whose single-epoch RV measurements show enough random
ispersion to violate the P var > 0 . 8 threshold and be considered
inaries. We only use the sub-sample of objects that are actually
rue binaries and have P var > 0 . 8 so that we can make a one-to-one
omparison between the orbital properties reco v ered by ULTRANEST

nd the simulated values. All binaries with six epochs or more,
epresenting 33 per cent of the original amount of binaries in the
imulation, were finally processed with ULTRANEST . Of them, 40
er cent could actually be constrained, with a unimodal or bimodal
olution. The remaining 60 per cent were unconstrained, with the
osteriors co v ering the full range of parameter space. Interestingly,
he fraction of constrained binaries in the simulation is significantly
igher than in the real sample (40 per cent versus 9 per cent). We
iscuss possible reasons for this discrepancy in Section 6 . 
Fig. 6 presents the fraction of constrained binaries as a function of

625W magnitude in the simulation. We observe that binaries with
right primaries have completeness levels beyond 70–80 per cent,
ignificantly dropping when moving to binaries with fainter pri-
aries. This is expected and mainly driven by the fact that the

bserved mean RV uncertainty of stars increases towards fainter
agnitudes. In particular, if we arbitrarily use the base of the RGB

t F625W = 17 to divide the sample of binaries into two categories
those with evolved primaries (mainly belonging to RGB and HB)

nd those with unevolved primaries (e.g. sub-giant branch and the
S) – we observe that the fraction of constrained binaries is very

ifferent, corresponding to 77 per cent and 33 per cent, respectively. 
In Fig. 7 , we instead show the fraction of constrained binaries

elative to the total number of detected binaries in simulation I, as a
unction of the orbital period P . The black dots represent the o v erall
ompleteness, the violet diamonds show the fraction of binaries
ith well-reco v ered orbital periods (i.e. binaries whose period P is
ithin 10 per cent of the simulated one) and the olive-green triangles

ndicate binaries with spurious solutions (i.e. binaries whose period
 differs by more than 10 per cent from the simulated one). The left
anel shows results for the entire sample, while the middle and right
anels split the results into binaries with evolved primaries (F625W

17) and unevolved primaries (F625W > 17), respectively. The
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Figure 7. The completeness curves (or constrained fractions) of binaries in the first set of simulations (or simulation I), as a function of the orbital period 
P . The left panel represents the total sample, the middle panel shows binaries with evolved primaries (F625W ≤ 17), and the right panel focuses on binaries 
with unevolved primaries (F625W > 17). Constrained binaries are shown as black dots, binaries with well-reco v ered periods as violet diamonds, and spurious 
solutions as olive-green triangles. This plot highlights the dominance of binaries with MS primaries in the sample, although RGB or HB binaries exhibit 
significantly higher completeness values across all periods. 
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3 Interestingly, the fraction of false binaries is 10 times higher than in 
simulation I. This supports the idea that the probability method used to 
identify binaries becomes less reliable if the binary fraction and the average 
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rouping in each of the three panels was done in such a way as to
uarantee a minimum number of 50 objects per bin (to a v oid bins
ith low number statistics) and a minimum separation between them 

f log( P /1 d) > 0.25. We show the reco v ered values, since the y are
he only ones available for the observations. 

In the left panel, we observe that the fraction of constrained 
inaries decreases from about 50 per cent for periods shorter than 1 d
o around 30 per cent for periods between 10 and 100 d. While this
ecline is expected due to the data set’s sensitivity, it is notable that
he decrease is not entirely smooth, showing small oscillations with 
light increases in certain bins. Specifically, we reco v er the properties
f approximately 50 per cent of binaries with MS companions for P
 1 d, 42 per cent for 1 ≤ P < 10 d, 32 per cent for 10 ≤ P < 100 d,

nd 30 per cent for 100 ≤ P < 500 d, indicating a higher reco v ery
ate for shorter period binaries. These completeness values exclude 
inaries with spurious solutions, as this information is not available 
or the observed data set. Ho we ver, simulation I sho ws that binaries
ith spurious solutions make up 22 per cent of the total, but their

ontribution is minimal (less than 10 per cent) for the period range
f 1 ≤ P < 500 d, with a significant increase only for P < 1 d due to
liasing and sparse time sampling, which complicates orbital fitting. 
t is worth noting that this trend is robust and not sensitive to specific
eriod or mass ratio distributions, as similar trends would be expected 
egardless of the underlying distributions. 

As shown in Fig. 6 , the completeness for binaries with evolved
rimaries (F625W ≤ 17, middle panel) is notably higher – up 
o 30 per cent more – than for binaries with unevolved primaries
F625W > 17, right panel). Additionally, the contribution of spurious 
olutions remains lo w, ne v er e xceeding 10 per cent across all periods.
pecifically, of the 22 per cent of binaries with spurious solutions,
nly 3 per cent have evolved primaries, while 19 per cent are from
ystems with unevolved primaries. This is reassuring, considering 
hat o v er 60 per cent of the constrained binaries in ω Cen feature
volved primaries. 

Although completeness for evolved primaries exceeds 80 per cent, 
heir lower numbers mean that the o v erall trend is still driven by
nevolved primaries, which make up 69 per cent of the total sample.
nly for binaries with periods longer than log( P /1 d) > 1.5 (roughly
 K
0 d) do evolved primaries significantly impact the sample, as these
tars are generally found in wider orbits due to their evolutionary
tage. We do not provide completeness values for the minimum 

econdary mass M 2 , min or K , nor track their behaviour, as RV damping
ffects their distributions in a complex manner. 

.2 Simulation II: WD, NS, and BH companions 

.2.1 Setup 

imulation II aimed to investigate whether ω Cen hosts binary 
ystems consisting of a star and a dark object, mainly a NS or a BH,
hich may have eluded detection due to the current observational 

etup. This simulation followed the same prescriptions as Simulation 
, with one key change: the binary mass ratio was uniformly
istributed between 1 and 5. We adopted the following classification: 
Ds had masses up to 1.4 M �, NSs had masses between 1.4 and

.5 M � and BHs had masses abo v e 2.5 M �. 

.2.2 Results 

e generated as many sources as in Simulation I, of which 26
er cent were classified as binaries based on the binary hardness
nd Roche Lobe o v erflow criteria. The probability method identified
559 sources with P var > 0 . 8 as potential binaries. After verification,
9 per cent were genuine binaries, while 11 per cent were false
ositives. 3 As in simulation I, only the 4933 real binaries were
nalysed using ULTRANEST to compare simulated and reco v ered 
roperties. 
In Fig. 8 , we present the completeness and purity of simulation

I as a function of the orbital period distribution of the constrained
inaries. Dif ferent ro ws correspond to a specific class of objects:
MNRAS 538, 3189–3209 (2025) 

 value of the binaries increase. 
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Figure 8. Same as in Fig. 7 , but for simulation II. The first row shows the total sample, while the subsequent rows correspond to specific classes of objects: 
WDs, NSs, and BHs, respectively. The results are also presented for two subsets of binaries, those with F625W ≤17 (evolved primaries, middle panel) and those 
with F625W > 17 (unevolved primaries, right panel). 
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Table 2. Quantitative estimate of the fraction of well-recovered binaries with dark companions (WDs, NSs, and BHs companions) for different ranges of period 
and minimum secondary mass. 

P < 1 d 1 d ≤ P < 10 d 10 d ≤ P < 100 d 100 d ≤ P < 500 d M 2 , min < 1 . 5 M � 1.5 M � ≤ M 2 , min < 3 M � M 2 , min ≥ 3 M �

Dark remnants 92 per cent 76.9 per cent 45.8 per cent 23.4 per cent 51.8 per cent 63.2 per cent 74.8 per cent 
WD companions 84.2 per cent 67 per cent 31.6 per cent 15.3 per cent 49.5 per cent – –
NS companions 94.5 per cent 77.5 per cent 46.6 per cent 22.7 per cent 55.6 per cent 63 per cent –
BH companions 95 per cent 82.4 per cent 53.4 per cent 28.5 per cent 48.5 per cent 63.6 per cent 74.8 per cent 
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he first row refers to the total sample, while the subsequent rows
efer to binaries with WD, NS, and BH secondaries. The columns 
orrespond to different primary star categories: the whole sample of 
tars is shown in the first column, evolved stars (F625W ≤ 17, e.g.
GB, HB) in the second, and unevolved stars (F625W > 17, e.g.
GB, MS) in the third. As in Fig. 7 , constrained binaries are shown

n black, binaries with well-reco v ered periods in violet, and those
ith spurious solutions in olive-green. 
The trend observed in the distribution of orbital periods is 

nteresting. It does not depend on the class of dark objects analysed
nd simply shows that, if there are no additional biases that can
lter the trend, the setup of our observations is such that we are
 ery sensitiv e in identifying short-period binaries (with completeness 
lose to 100 per cent), with sensitivity gradually decreasing towards 
onger periods. The fraction of binaries with spurious solutions rises 
harply (up to o v er 40 per cent) for periods shorter than P = 1 d,
egardless of the secondary type, of which almost 20 per cent 
ave unreliable ULTRANEST results due to sparse time sampling. 
otably, completeness remains abo v e 80 per cent, ev en for periods

xceeding 100 d for binaries with evolved primaries (middle panel), 
ith 90 per cent or more having well-reco v ered periods. In contrast,

ompleteness drops to as low as 10 per cent for binaries with
nevolved primaries (right panel) over the same period range. 
These results suggest that if binaries with BH or NS companions 

o evolved stars were present in ω Cen with orbital periods of
ew hundred days, they w ould lik ely have been detected and their
rbital properties accurately reco v ered, especially since more than 
0 per cent of the constrained binaries in the observed sample have
volved primaries, for which completeness is nearly 100 per cent. 

In Table 2 , we report the fractions of constrained binaries (or
ompleteness) for different ranges of P and M 2 , min , both for the
 v erall sample of dark remnants and for the three categories (WDs,
Ss, and BHs) individually. The results show that more than half (50
er cent) of the binaries with dark remnant companions with periods 
horter than 10 d have been successfully recovered by ULTRANEST , 
ith this percentage decreasing toward long orbital periods, where 

he sensitivity of our observational setup drops. At the same time, 
f we observe the trend of the minimum companion mass for
he different groups of remnants, we realize that binary systems 
ontaining BHs are the easiest to detect and best to constrain, 
ompared to binary systems containing NSs and WDs, in that order. 
his is not surprising since binaries with BHs are usually the ones

hat produce the largest signal in terms of RV variation. 
The analysis of simulation II provides a key insight: if binaries 

imilar to those simulated exist in ω Cen, the probability of
etecting them with the current data is high. Ho we ver, since no
uch systems have been observed – specifically, no evidence of NS 

r BH secondaries among the constrained binaries in the ω Cen 
ample – we conclude that these systems are either rare, exist in 
onfigurations beyond our detection capabilities or have periods 
onger than expected from cluster dynamics. In this regard, the 
ndings by Platais et al. ( 2024 ) are particularly rele v ant. Of the four
inaries with significant acceleration they identified in ω Cen, three 
ikely contain a WD, and the fourth may host a NS. Their lack of
tellar-mass BH detections aligns with our results. If confirmed, this 
ould also support H ̈aberle et al. ( 2024a )’s recent potential detection
f an IMBH in ω Cen’s core. 

 G L O BA L  BI NARY  PROPERTIES  

n important extension of the analysis presented so f ar w ould be to
eriv e the o v erall orbital period distribution for the binary population
n ω Cen. Unfortunately, due to the limited number of binaries (19)
ith constrained orbital solutions from ULTRANEST and THE JOKER , 
e do not have sufficient statistics to draw definitive conclusions 

bout the global properties of the binary population in the cluster.
o we ver, the 1D histograms presented in Figs 3 and 4 show an

ntriguing o v erabundance of binaries with P > 10–20 d. 
While the current data set does not allow a complete determination

f the period distribution for ω Cen binaries, valuable insights can be
ained by comparing the observed sample to the completeness curves 
rom Figs 7 and 8 . Simulations I and II have demonstrated that short-
eriod binaries ( P < 2–3 d) are easier to detect and constrain than
ong-period binaries, with the detection completeness decreasing 
or systems with periods of tens of days or more. Notably, this
ncompleteness is independent of the assumed period distribution 
n the simulations, as the completeness curves primarily indicate the 
raction of binary systems detectable within a specific orbital period 
ange. 

Given this, the observed ‘excess’ of binaries with P > 10–20 d,
longside the scarcity of binaries with shorter periods in ω Cen,
ppears counter-intuitive and unexpected. Importantly, this pattern 
annot be attributed to incompleteness in the data set. In fact,
orrecting the observed trend for incompleteness would only amplify 
he o v erabundance of long-period binaries. This is qualitatively 
hown in Figs 3 and 4 , where the green histograms represent
he completeness-corrected distribution of periods in the observed 
ample. This suggests that the skew toward longer orbital periods is
n intrinsic feature of the binary population in ω Cen. Specifically,
he population appears to be dominated by long-period binaries, with 
nly a few of them having periods shorter than 1–2 d. 
This result o v erall aligns with the predictions of Iv anov a et al.

 2005 ), who simulated the binary fractions for clusters of varying
ensities. In their Fig. 7 , they show that the binary period distribution
n dense clusters shifts from a flat distribution (in log P ) for loose
lusters to a sharply peaked distribution in denser clusters. For 
lusters with core densities similar to that of ω Cen – log ρc 

 3.23 M � pc −3 (1.7 × 10 3 M � pc −3 ) as reported by Baumgardt &
ilker ( 2018 ) – the predicted period distribution is skewed towards

onger periods, with a peak between 1 and 5 d. When comparing
ur observed and corrected distributions (Figs 3 and 4 ) to the
imulations of Iv anov a et al. ( 2005 ), the shapes are broadly similar,
ith both showing an excess of long-period binaries and few systems
ith periods below 1 d. A significant discrepanc y, howev er, is that
MNRAS 538, 3189–3209 (2025) 
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M

Figure 9. Qualitative comparison of the period distribution of binaries in ω 

Cen (blue), 47 Tuc (orange), and NGC 3201 (green). The sample is rather 
small for the first two clusters, but it seems that a larger number of long-period 
binaries ( P > 10 d) are observ ed, re gardless of the cluster. This is unexpected 
since the MUSE observations used in these studies have the best sensitivity for 
short-period binaries. The histograms are not normalized, to give the reader 
an idea of the size of the different samples. 
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ur observed distribution peaks at longer periods ( P > 10 d) than
redicted (1–3 d), and the o v erall distribution does not look as flat as
redicted. 
M ̈uller-Horn et al. ( 2025 ) performed a similar analysis for the

alactic GC 47 Tuc. Through a MUSE multi-epoch spectroscopic
tudy, the y deriv ed the orbital period distribution of constrained bina-
ies in 47 Tuc and compared their results with a simulated population
rom CMC models tailored to its properties (Ye et al. 2022 ). The
ore density of 47 Tuc (log ρc = 4.72 M � pc −3 , equi v alent to 5.2

10 4 M � pc −3 ) is much higher than that of ω Cen. Interestingly,
he observed binary period distribution in 47 Tuc peaks at 20–
0 d, consistent with our findings in ω Cen, with long periods being
referred despite selection effects enabling easier detection of shorter
eriods. This is in stark contrast to the theoretical simulation by Ye
t al. ( 2022 ), who predict a strong peak around 1 d in 47 Tuc, with
n o v erabundance of binaries with very short periods ( P < 1 d). The
ignificant lack of short-period binaries in 47 Tuc, as observed by
 ̈uller-Horn et al. ( 2025 ), closely mirrors what we find in ω Cen. 
Fig. 9 presents the observed distribution of periods for binaries in

7 Tuc 4 (in orange; M ̈uller-Horn et al. 2025 ), ω Cen (in blue, this
ork) and NGC 3201 (in green; Giesers et al. 2019 ), the only three

lusters for which a detailed characterization of binaries has been
erformed so far. Interestingly, although the MUSE campaigns have
een designed to be mostly sensitive to short-period binaries, we can
learly notice that the majority of the detected binaries have periods
f at least 10 d or more in all clusters. This is unexpected if compared
ith the results from Iv anov a et al. ( 2005 ) and/or Ye et al. ( 2022 ). 
These findings suggest that the simulated binaries used in theoret-

cal models may not fully capture the intrinsic properties of binary
opulations in dense clusters like NGC 3201, ω Cen and 47 Tuc,
NRAS 538, 3189–3209 (2025) 

 47 Tuc has a much higher central density compared to ω Cen and NGC 3201 
y almost two orders of magnitude. 

5

c
s

ith a more important discrepancy for high-density environments
uch as the latter. It may indicate that the treatment of certain physical
rocesses, particularly those occurring in dense stellar environments,
equires further refinement. 

To impro v e our understanding, more observational studies across
 broader sample of star clusters with well-constrained binary
opulations are essential. These observations serve two important
urposes: first, they can help determine whether the features seen
n these stellar systems are common in other clusters with varying
ore densities. Second, they can provide crucial information to better
nform future theoretical simulations. 

 OBSERVATI ONS  A N D  SI MULATI ONS  

O M PA R E D  

lthough we observe some similarities between our results and the
redictions of Iv anov a et al. ( 2005 ) for clusters with central densities
imilar to ω Cen, our data set provides no information on binaries with
rbital periods longer than a few hundred days. This is a significant
ap, as Iv anov a et al. ( 2005 ) suggest that clusters with lo w central
ensities may host binaries with periods as long as 10 4 d or more,
ontributing to the o v erall binary distribution. 

Recent work by Platais et al. ( 2024 ) using proper motions from
ulti-epoch HST observations identified four long-period binaries

n ω Cen. These binaries (three WDs and a potential NS) have
rbital periods exceeding 10 yrs (3–4 × 10 3 d). This finding, based
n a technique with high sensitivity for long-period binaries, is
articularly interesting because it targets regions farther from the
luster centre, where dynamical interactions are less frequent. The
esults suggest that a substantial fraction of binaries in ω Cen may
ctually be in much wider orbits than previously thought, but survive
ecause they are located on the outskirts of the cluster. 
Unfortunately, the MUSE data set is not sensitive to orbital periods

n the order of 10 3 –10 4 d, making it unsurprising that we have not
etected such binaries. Ho we ver, an intriguing observ ation is that
nly about 9 per cent of the binaries in our observed sample are
onstrained by ULTRANEST , which is significantly lower than the
ore than 40 per cent constrained in our mock samples. Several

actors could explain this discrepancy, including the fact that our
imulations did not include binaries with periods longer than 500 d. 5 

uch binaries are treated as single stars in our simulations, based
n the hard/soft binary boundary (Heggie 1975 ; see also Iv anov a
t al. 2005 ). This approach assumes that all simulated binary systems
ith a hardness parameter η < 1 are soft and, therefore, are rapidly
estroyed due to frequent dynamical interactions in the cluster
nvironment. Ho we ver, if η = 1 pro v es to be too restrictive a threshold
or distinguishing between soft and hard binaries, it could explain
art of the observed discrepancy. 
To assess the impact of the η = 1 threshold, we turned to CMC

imulations of two other clusters: NGC 3201, which has a central
ensity closest to ω Cen, and NGC 6752, which has a slightly higher
ensity. It is worth noting that while ω Cen and NGC 3201 have
imilar core densities, their formation and evolutionary histories
ikely differ significantly. For example, recent evidence for a central
MBH in ω Cen (H ̈aberle et al. 2024a ) could affect binary dynamics
n ways that differ from NGC 3201. 
 We tested whether randomly changing the RV uncertainties by ±20 per cent 
ould have a significant impact on the number of constrained binaries in the 
imulation, but it had essentially no impact. 
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Figure 10. Distribution of χ2 values for binaries in the observations of ω 

Cen (in blue) and for the simulated binaries in Simulation I (in orange). The 
black vertical line arbitrarily divides each sample in two and we report the 
fractions of binaries below and abo v e this threshold in the figure. 
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We examined the upper end of the binary period distribution in 
oth clusters and calculated η for these systems to e v aluate whether
ur assumption of η = 1 was appropriate. We tailored the CMC
imulations to match our observed sample as closely as possible 
y selecting binaries with primary masses abo v e 0.35 M � – a limit
mposed by our observational setup – and by limiting our sample 
o binaries within the same observational field. In both simulated 
lusters, only a small fraction of binaries had η < 1, supporting the
ppropriateness of our simulation assumptions. 

The CMC simulations for NGC 3201 predict binaries with periods 
p to 10 4 d, which are short-lived and likely formed dynamically in
ecent times. Ho we ver, these systems represent only 8 per cent of the
otal binary population, making their absence from our simulations 
nlikely to be the primary reason for the large discrepancy between 
he observed and simulated constrained binary fractions (9 per cent 
 ersus o v er 40 per cent). To v erify this, we used the period and mass
atio distributions of the binaries from the NGC 3201 simulation 
o create a new mock sample, which resulted in only a 6 per cent
eduction in the constrained binary fraction (from 41 per cent to 35
er cent), without resolving the discrepancy. The observed trends in 
agnitude and orbital period remained consistent, reinforcing the 

onclusions drawn in earlier sections. 
We further investigated the discrepancy by comparing the distri- 

ution of χ2 values, calculated as the dispersion between a star’s RV 

easurements (weighted by their uncertainties) and the assumption 
f a flat RV curve (i.e. a single star). As shown in Fig. 10 , most
bserv ed binaries hav e χ2 values between 20 and 50, with v ery
ew exceeding 100. In contrast, simulation I shows a much more 
ronounced tail for high χ2 values, abo v e 100 – values typically 
ssociated with binaries likely to be constrained by ULTRANEST . 

To quantify the difference between the two distributions, we 
easured the fraction of binaries with χ2 below and abo v e 100

threshold assumed arbitrarily), finding that 83 per cent of the 
bserved binaries had χ2 values below 100, compared to only 50 
er cent in simulation I. This difference of 33 per cent could explain
he discrepancy between the 41 per cent constrained binaries in 
imulation I and the 9 per cent in the observations. Importantly, 
pplying the same analysis to the mock sample with CMC priors
ielded consistent results: the difference was reduced by 26 per cent, 
gain consistent with reconciling the 35 per cent constrained binary 
raction in the simulation with the 9 per cent in the observations. 
This result strongly suggests that the binary period distribution 
n ω Cen differs from those in simulated clusters, implying that
inary populations found in models of lower mass clusters cannot be
irectly applied to ω Cen. To address this, future work should focus on
eveloping tailor-made simulations of ω Cen, possibly incorporating 
 central IMBH, to see the impact of the latter on the binary fraction
nd its period distribution in the cluster itself. Exploratory work in
his direction has recently been done by Aros et al. ( 2021 ), who
xamined the binary distributions in a sample of Milky Way GCs
ith and without IMBH, and found a depletion of binaries towards

he cluster centre, if an IMBH is indeed present. 

 C O N C L U S I O N S  

his paper, the second in the series, focused on the investigation of the
rbital properties of binary systems in ω Cen, by using a collection
f MUSE observations of the central regions of the cluster, acquired
rom 2015 to 2022, that have recently been used to measure an
pdated value for the fraction of binaries in the cluster (Wragg et al.
024 , Paper I). The observed RV curves of all stars with a probability
 var > 0 . 8 of being binaries in the sample have been processed using
 Bayesian approach with THE JOKER and ULTRANEST to find their
est-fitting orbital solutions. We were able to determine the orbital 
roperties of 19 systems, for which we measured periods, velocity 
emi-amplitudes, minimum companion masses, and eccentricities. 
ur results offer a first glimpse into the central binary population of
 Cen. Relative to the parent sample of 222 binary candidates, the
9 systems correspond to a fraction of 9 per cent. 
We made use of the time co v erage and single-epoch RV uncer-

ainties of the observed binaries in ω Cen to create two main sets
f simulations, with the idea of investigating the incompleteness of 
ur observational setup as well as to interpret the results obtained
n Figs 3 and 4 . The first simulation was created to contain only
inaries with MS companions, while the second only contained dark 
emnants companions, such as WDs, NSs, and BHs. We observed 
he completeness of our sample vary as a function of the orbital
eriod P , with short-period binaries being the easiest to detect. It
lso significantly changed with magnitude, moving from 77 per cent 
or binaries with evolved primaries down to 33 per cent for binaries
ith MS primaries. 
In this study, we have drawn four main conclusions regarding the

opulation of binary systems in ω Cen, in light of the results obtained
rom the comparison to mock MUSE samples and CMC simulations: 

(i) The orbital period distribution of the binaries in the cluster 
hows an o v erabundance of systems with periods P > 10–20 d.
his feature persists even when the distribution is corrected for the

ncompleteness (in terms of sensitivity) of the current observational 
onfiguration. Also, a lack of binaries with P < 1–2 d is observed.
hese findings are qualitatively in agreement with what predicted 
y Iv anov a et al. ( 2005 ) for a cluster as dense as ω Cen, but sho w
ignificant differences if a detailed comparison is made. 

(ii) The binary period distribution of ω Cen likely extends up to
eriods of 10 3 –4 d. This is supported by: (i) the comparison with the
MC simulation of NGC 3201, which has similar core density to
 Cen; (ii) the result recently published by Platais et al. ( 2024 ), of
inary systems which are cluster members and have orbital periods 
f 10 yrs or more. We note that binaries in such wide orbits likely
epresent only a few per cent of the total, and their absence in the
imulations analysed here has a negligible impact on the results. 

(iii) The intrinsic period distribution of binaries in ω Cen seems 
ifferent from what is predicted by current theoretical simulations 
MNRAS 538, 3189–3209 (2025) 
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e.g. CMC) after o v er 10 Gyrs of simulated evolution, potentially
aused by the initial binary properties or the treatment of binary
volution. Indeed, the large discrepancy in the fraction of constrained
inaries in the observations (9 per cent) and in the ad hoc mock
amples (also using CMC priors, 35–41 per cent) seems produced by
he rather different distribution of χ2 values (by up to 26–33 per cent)
etween the observed and the simulated sample of binaries (i.e. the
igher the value, the more easy to be detected as a binary). 
(iv) We do not see any evidence for stellar-mass BH or NS

andidates orbiting stars in the observed data set of binaries. We
nly find a possible WD companion. Moreo v er, the mock samples
ave shown that systems with such massive companions have the
ighest probability of being detected. As a result, this type of systems
ppear intrinsically rare in ω Cen, or may exist in wide orbits around
ow-mass companions (where our surv e y is 50 per cent complete) or
ven in wider orbits than expected from cluster dynamics which we
re not sensitive to under the current observ ational setup. Ho we ver,
n order to draw firm conclusions on the total number of remnants
esiding in ω Cen will ultimately require estimates on the numbers
f single remnants and remnant–remnant binaries, which our data
re not sensitive to. Microlensing studies (Zaris et al. 2020 ; Kıro ̆glu
t al. 2022 ) or future gravitational wave observatories appear as
romising avenues to provide additional observational constraints
n the number of remnants in the cluster. Interestingly, a lack of
tellar-mass BHs appears in line with H ̈aberle et al. ( 2024a )’s recent
isco v ery of seven fast-moving stars within the central 3 arcsec of
he cluster, indicating the presence of an IMBH candidate in its core
nd also simulations of GCs hosting an IMBH (Aros et al. 2021). 

Further investigations are needed to confirm the findings presented
ere about ω Cen, ho we ver the obtained results already represent
mportant observational constraints that future evolutionary models
f the cluster will have to satisfy. 
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Figure A1. Comparison of the results of simulation I for binaries with P 

< 2 d under the assumptions of variable and fixed eccentricity , respectively . 
Large red diamonds refer to the former, while large green dots correspond 
to the latter. By fixing the eccentricity, ULTRANEST seems able to constrain a 
larger fraction of short-period binaries, of 2–3 per cent o v erall. Furthermore, 
panel (a) show the fraction of binaries with spurious solutions as a function 
of orbital period for the two tests, respectively. This plot highlight how the 
number of binaries with spurious solutions is significantly reduced in the 
short-period regime, going from a variable to a fixed eccentricity. This can 
be taken in consideration when we apply ULTRANEST to the observed sample 
of binary candidates in a cluster like ω Cen. 
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PPEN D IX  A :  A D D I T I O NA L  TESTS  

his Appendix presents two additional tests aimed at understanding 
he limitations of our data set and exploring potential improvements. 

e include them here to a v oid disrupting the main text. 
In Section A1 , we applied ULTRANEST to simulations of binaries 

ith MS companions, fixing the eccentricity to e = 0 to assess
hether short-period binaries ( P < 2 d) could be better constrained.

n Section A2 , we explored the impact of additional observational 
pochs for ω Cen, estimating how many more binaries could be 
onstrained in this scenario. 

1 ULTRANEST with fixed eccentricity 

s done in Section 3 , we used the simulation of binaries with MS
ompanions for further testing, focusing on systems with P var > 0 . 8
nd orbital periods P < 2 d, which were assigned a fixed eccentricity
f e = 0. Since eccentricity is one of the most uncertain parameters
hen using sparse RV data, we aimed to see if fixing the eccen-

ricity could impro v e the results. Specifically, we e xamined whether
onstraining more binaries or better reco v ering their properties was 
ossible when applying ULTRANEST with the same priors but fixing 
ccentricity to 0. 

Fig. A1 compares the fraction of constrained binaries using two 
ethods: varying the eccentricity (red diamonds) and fixing it to 
 (green dots). While the o v erall fraction of constrained binaries
ncreases slightly by 2–3 per cent across the period range of 0.1–
 d, this small impro v ement suggests that fixing eccentricity helps
onstrain binaries with short periods but does not substantially 
ncrease the sample size. Ho we ver, the real impact is shown in the
ottom panel of the figure. It indeed presents the fraction of binaries
ith spurious solutions (those whose reco v ered period deviates by 
ore than 10 per cent from the simulated period). The colour scheme

emains the same: red for variable eccentricity and green for fixed 
ccentricity. This plot highlights a significant decrease – by 15–20 
er cent – in the number of binaries with spurious solutions with P
 0.3 d when fixing eccentricity. 
These results suggest that while fixing eccentricity has a min- 

mal impact on increasing the number of constrained binaries, it 
ubstantially impro v es the reco v ery of short-period binaries, hence
he purity of the sample, which is critical for characterizing binary 
roperties in clusters. This justifies our approach for the ω Cen binary
andidates, where RV curves were processed using both fixed and 
ariable eccentricity in ULTRANEST (see Section 3 for the results). 
his method could enhance future binary studies and complement 
tandard techniques. 

2 Simulation with additional epochs 

lthough our simulations are idealized, they provide valuable in- 
ights into the limitations of our current data and suggest ways 
o enhance our understanding with additional observations. In Sec- 
ion 3 , we constrained the orbital properties of 19 candidate binary
ystems in ω Cen. We now explore how many more binaries we could
onstrain with additional observations spread o v er time. To address
his, we simulated a scenario where each star in our observed sample
eceiv ed fiv e additional RV measurements between January and July
025, spaced 45 d apart. We aimed to replicate the conditions of the
revious simulation (Section 4.1 ), hereafter referred to as simulation 
II, for comparison with simulation I. 

We simulated a sample of 38 249 sources, with 33.5 per cent
dentified as genuine binaries. The sample processed by ULTRANEST 

ncluded 6428 binaries with P var > 0 . 8, excluding less than 1 per cent
hat were false binaries. Fig. A2 compares completeness curves for 
imulations I (red) and III (green), focusing on binaries common to
oth simulations – those meeting the criteria of being true binaries 
ith P var > 0 . 8. Of 3731 binaries shared between simulations, only
8 per cent of the total number in simulation III, this subset indicates
hat many previously discarded stars were reclassified as binaries 
ith the additional epochs. 
Simulation III constrained 785 new binaries, a 50 per cent increase

ompared to simulation I. Fig. A2 shows the fraction of constrained
inaries as a function of the orbital period. Green dots represent
imulation III results, while red diamonds denote simulation I. 
he completeness increased consistently across all periods, from 

 fraction of a day to several hundred days. Specifically, simulation
II reco v ers 68 per cent (compared to 53 per cent in simulation I) of
inaries with P < 1 d, 62 per cent (45 per cent in simulation I) with 1

P < 10 d, 58 per cent (39 per cent in simulation I) with 10 ≤ P <

00 d, and 59 per cent (42 per cent in simulation I) with 100 ≤ P <
MNRAS 538, 3189–3209 (2025) 
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Figure A2. Completeness curves for the simulation using the current 
observational setup (red diamonds) and for the simulation with five additional 
observations taken in 2025, spaced by 45 d (green dots). We observe an overall 
increase of the completeness in orbital periods by 15–20 per cent, with a major 
contribution from binaries with long periods ( P > 10 d). Panel (a) instead 
presents the fraction of binaries with spurious solutions in simulations I and 
III, in red and green respectively. These plots show that a larger number 
of observations also implies a slightly impro v ed ability to reco v er binary 
properties well. 
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00 d. Binaries with longer periods benefit most from the additional
bservations. The bottom panel in the figure presents the fraction
f binaries with spurious solutions in simulation I and III, using
he same colour code. The purity of the sample seems almost the
ame for both simulations, with the tendency of an impro v ement
or binaries with periods longer than a few days. This suggests
hat additional observational epochs not only increase the sample
ize but also enhance our ability to accurately determine orbital
arameters. This finding underscores the importance of follow-up
roposals to impro v e both the quantity and quality of constrained
inaries. 
The observed binary sample in ω Cen exhibits significant dif-

erences from the simulated sample. The actual number of con-
trained binaries is notably lower than what simulations suggest.
ection 6 provides a detailed analysis of this discrepancy. Despite

his, the comparison is valuable for understanding the potential
mpact of additional observations. Adding five more epochs spaced
5 d apart in 2025 could increase the number of constrained bina-
ies by approximately 50 per cent, potentially raising the sample
rom 19 to 30. This would significantly enhance our ability to
haracterize the binary population in ω Cen. Ho we v er, e xplor-
ng alternati ve observ ational strategies to further maximize the
ample size remains necessary and is beyond the scope of this
aper. 

PPENDI X  B:  A D D I T I O NA L  MATERI AL  

his Appendix contains supplementary material (Tables B1 and B2
nd Figs B1 , B2 , B3 , and B4 ), helping to better understand the content
f the paper, without interrupting its flow. 
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Figure B1. Constrained binaries in ω Cen sorted by Star ID. The upper panel of every plot shows the observed RV curve (black points), the best-fitting median 
model and the ±1 σ models (green continues lines). The green shaded area is the allowed region by propagating the uncertainties on the parameters. The lower 
panel shows the same RVs phase folded with the period from the median model. The colour code is the same as in upper panel. Moreo v er, it also contains the 
residuals after subtracting this model from the data. The reduced χ2 of the best-fitting median model is also mentioned. 
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Figure B2. Same as in Fig. B1 . 
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Figure B3. Same as in B1 . 
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Table B1. Astrometric and photometric properties of constrained binaries in ω Cen, from the HST catalogue and the 
comparison with PARSEC stellar models. 

Star Id RA Dec F435W F625W M 1 σM1 

( ◦) ( ◦) (mag) (mag) (M �) (M �) 
1664295 201.702819 −47.4851368 16.2923 14.8896 0.77 0.03 
1665349 201.697407 −47.4859776 15.6385 14.2728 0.79 0.04 
1670391 201.6799852 −47.485817 18.2523 17.3338 0.74 0.05 
1720096 201.6756022 −47.4793909 15.3557 13.9222 0.79 0.04 
1724184 201.6586312 −47.4788943 16.1161 14.8248 0.78 0.04 
1757804 201.7102218 −47.4719659 16.6021 16.2086 1.20 0.06 
1772072 201.6599485 −47.470203 17.775 16.5706 0.74 0.03 
1780702 201.7161967 −47.4675106 17.7569 16.5187 0.73 0.03 
1785698 201.6926747 −47.4694025 17.6695 16.4858 0.74 0.04 
1787754 201.6883243 −47.4669057 16.6207 15.246 0.76 0.03 
1795703 201.6529693 −47.4687259 17.6513 16.4829 0.74 0.04 
1811439 201.6841355 −47.4652308 15.5123 14.196 0.80 0.04 
7111025 201.64031819 −47.50575637 15.8992 15.4701 1.20 0.05 
7158549 201.61994011 −47.49779472 20.4877 19.3614 0.67 0.05 
7190455 201.6332041 −47.49772488 18.0588 17.0723 0.78 0.05 
7228915 201.62204674 −47.49048452 15.0125 13.457 0.82 0.05 
7634619 201.66616557 −47.42096561 20.3122 19.3045 0.69 0.05 
7704987 201.66867026 −47.40084593 19.1629 18.1656 0.73 0.05 
7730168 201.67537888 −47.40043293 18.1273 17.2267 0.78 0.05 

Figure B4. Same as in B1 . 
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