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ABSTRACT Deception, a widespread aspect of human behavior, has significant implications in fields like
law enforcement, security, judicial proceedings, and social areas. Detecting deception accurately, especially
in high-stakes environments, is critical for ensuring justice and security. Recently, machine learning has
significantly enhanced deception detection capabilities by analyzing various behavioral and visual cues.
However, machine learning models often operate as opaque “‘black boxes,” offering high predictive accuracy
without explaining the reasoning behind the decisions. This lack of transparency necessitates the integration
of Explainable Artificial Intelligence to make the models’ decisions understandable and trustworthy.
This study proposes the implementation of existing model-agnostic Explainable Artificial Intelligence
techniques—Permutation Importance, Partial Dependence Plots, and SHapley Additive exPlanations—
to showcase the contributions of visual features in deception detection. Using Real-Life Trial dataset,
recognized as the most valuable high-stake dataset, we demonstrate that Multi-layer Perceptron achieved
the highest accuracy of 88% and a recall of 92.86%. Along with the aforementioned existing techniques,
Real-Life Trial dataset inspired us to develop a novel technique: ‘set-of-features permutation importance’.
Additionally, this study is novel in the sense of that it extensively applies XAl techniques in the field of
deception detection on Real-Life Trial dataset. Experimental results shows that the visual cues related to
eyebrow movements are most indicative of deceptive behavior. Along with the new findings, our work
underscores the importance of making machine learning models more transparent and explainable, thereby
enhancing their utility for human-in-loop Al and ethical acceptability.

INDEX TERMS Deception detection, human-in-loop Al, trustworthy Al, permutation importance, partial
dependence plots, shap, explainable machine learning, black-box models, model-agnostic techniques, multi-
layer perceptron.

I. INTRODUCTION trying to deceive the receivers of the information [1]. The
Deception detection refers to the act of using behavioral and practice of deception detection holds significance in various
psychological cues to determine that a person is deliberately fields, including border security [2], [3], law enforcement [4],

criminal investigations [5], corporate matters [6], clinical
The associate editor coordinating the review of this manuscript and psychology [7]. A person’s deceptive state can be determined
approving it for publication was Orazio Gambino . through a machine (or a system) equipped with cognitive
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capabilities for detecting visual, vocal, textual, and psycho-
logical indicators associated with deception. People, when
facing situations that are against their own benefit, lie once to
twice a day in average [8]. Most lies are small and harmless.
However, this research is directed to detecting lies with major
threats to the person and to the society. Considering this, it is
necessary to implement the sophisticated techniques to tackle
deception detection accurately and reliably. Research studies
reveal that people can easily deceive others when compared
with the technological lie detectors. For instance, an average
person can detect only 54% of lies [9], which justifies the
need of more efficient and effective deceit detecting systems.

Understanding the psychology of deception is crucial for
developing an effective Al-driven methods. The cognitive
load associated with lying triggers specific physiological
and psychological responses. The associated non-verbal cues,
including body language, facial expressions, and physiologi-
cal responses, play a pivotal role in deception detection [10].
Research shows that under the strain of deception, certain
behaviors show significant association, such as involuntary
facial expressions known as microexpressions [11], changes
in posture, fidgeting, rigidity [12], and eye behaviors like
blinking rates and pupil dilation [13]. On the other hand,
verbal cues also play important role in identifying deception,
involving both speech content and style. Hesitations, speech
errors, and changes in speech rate can indicate cognitive
overload [5], and deceptive statements often lack detail or
contain inconsistencies due to the cognitive demands of
fabricating a lie [14]. Linguistic cues such as reduction
in first-person pronouns and increased negations may also
indicate deception [15].

The evolution of deception detection methodologies spans
from traditional, contact-based, human-centric approaches
to sophisticated, contactless, Al-driven systems. Traditional
approaches rely on psychological assessments and physiolog-
ical measurements. A key method is the polygraph, a device
that detects lies by connecting sensors to the person’s body to
measure signals like respiration, blood pressure, heart rate,
and sweat [16]. The examiner, an expert, analyzes these
measurements to classify the person’s answers as truthful or
deceptive. However, polygraphs have a number of pitfalls.
For instance, the subject must cooperate and allow sensors
to be attached. The test can be biased against honest people,
while compulsive liars can train themselves to give false
statements as ‘truth’. Additionally, polygraph tests require
professional examiners where a ten-minute interrogation
needs hours of analysis, requiring substantial efforts and
resources. Likewise, the physiological measurements can
also be affected by the nature of the questions [16].

On the other hand, non-invasive methods offer a less intru-
sive alternative with broader applications. They encompass
various techniques eliminating the direct physical interaction.
Verbal analysis is one of such methods examining speech
or written content, identifying linguistic patterns, hesitations,
and inconsistencies as signs of deceit [17]. Likewise, visual
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analysis techniques detect micro-expressions, small facial
gestures revealing underlying emotions [18], while thermal
imaging detects temperature variations on the face during
deceit [18]. Behavioral cues, such as shifts in posture, offer
additional insights [17], and acoustic analysis, evaluating
pitch, tone, and speech rhythm, provide insights into the
individual’s emotional state and truthfulness [17].

Despite the benefits of non-invasive methods, the asso-
ciated cues are highly complex to analyze using traditional
techniques, requiring machine learning (ML). The rapid
development of ML technologies has significantly enhanced
deception detection systems, especially in analyzing the vast
and complex array of data sources associated with deception,
ranging from linguistic nuances to facial gestures [19].

A variety of ML algorithms are employed in this domain,
each suited to different aspects of deception detection. Super-
vised learning algorithms, such as Support Vector Machines
(SVM) and Neural Networks, are adept at classifying data
into deceptive or truthful categories based on labeled training
datasets [20]. Unsupervised learning explores data without
predefined labels, identifying anomalous patterns that could
signify deception [21]. Semi-supervised learning leverages
the strengths of both, utilizing limited labeled data to guide
the analysis of larger unlabeled datasets [22], [23], allowing
for a nuanced understanding and detection of deceptive
behaviours.

While ML offers great capabilities in terms of accuracy
and performance, it comes with a challenge: the ambiguity
of its decision-making process. ML models, often described
as “black boxes,” produce results without clear explanations
on how these results are derived. This lack of transparency
can be problematic in the realm of deception detection,
where understanding the rationale behind a decision is
crucial for several reasons. For instance, refining the model
with respect to errors. Similarly, human understandability
for expert-in-loop decision. To resolve these challenges,
XAI might be utilized in this field for better transparency
and interpretability of machine-based deception detection
methods. Incorporating XAl in deception detection ensures
that the expert (such as investigative officers) can com-
prehend and trust the determinations made by ML model.
This transparency enhances accountability, enabling potential
biases or errors to be identified and rectified [24].

This study contributes to the state-of-the-art by exten-
sively applying XAI techniques in the field of deception
detection on real-life trial dataset. This work underscores
the study’s contribution to expanding the methodological
toolkit available for analyzing and understanding deception
cues within real-world contexts. The study [24] enabled
us to integrate the following XAI techniques: integrating
permutation importance [25], Partial Dependence Plots
(PDP) [26], and SHAP [27], the study establishes a nuanced
correlation between specific visual features and the classi-
fication outcomes of deception or truthful behavior. This
approach of offering both global and local interpretations
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of the dataset enriches the analytical depth, allowing for a
detailed exploration of the significance of particular features
and cues in the detection process.

Furthermore, the research introduces a novel permutation
importance technique, specifically designed as a set of
features permutation importance. This innovative method
is inspired by the nature of the real-life trial dataset,
which suggests that features should be conceptualized and
analyzed as groups rather than as isolated units. This
approach acknowledges the complex nature of deception
cues, providing a more accurate and holistic understanding
of their role and significance. In summary:

o This study contributes to the field by extensively
applying XAI models to the high-stake deception
detection field, which marks a novel advancement in the
field.

« We provide a novel set-of-features permutation impor-
tance XAl technique, inspired by the nature of the Real
Life Trial dataset. This novel technique realistically
tackles the Real Life Trial dataset’s visual cues.

« The holistic methodology of this study emphasizes the
essence of ML interpretations in security and justice
sectors. This is approached by the implementation of
a wide range of local and global model agnostic XAI
techniques in the realm of deception detection.

The remainder of this study is organized as follows:
Section II examines related works, encompassing Al models,
features, datasets, and sensors. Section III describes the
‘Methodology’ milestones. Section IV presents and analyzes
the results, offering insightful conclusions. Finally, Section V
summarizes the study’s key findings and proposes directions
for future research.

II. LITERATURE REVIEW

Deception detection areas demonstrate significant diversity in
Al models, including Neural Networks [5], [6], SVMs [19],
[28], Convolutional Neural Networks (CNNs) [29], [30],
and Decision Trees [31]. This variety underscores the mul-
tifaceted nature and complexity of deception detection tasks
and approaches. The reported accuracies of these models vary
notably across studies, with Neural Networks often showing
high performance [5], [6]. However, high performance raises
questions about potential overfitting and the models’ ability
to generalize across diverse datasets. The use of transfer
learning, as demonstrated in research works such as [32],
reflects an effort to harness pre-existing Al capabilities
for specific deception detection tasks, thereby enhancing
overall model efficacy. Additionally, the incorporation of
model-agnostic XAI approaches, particularly in research
studies [33], [34], is a growing trend, aiming to enhance the
transparency and interpretability of Al models in a domain
where understanding the rationale behind decisions is crucial.
Recently, a variety of research studies proposed deep learning
methods as an effective alternative to conventional ML for
the deception detection task [5], [6], [29], [30], [32], [35],
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(361, [371, [38], [39], [40], [41], [42], [43], [44], [45], [46],
[47], [48], [49]. However, deep learning models require large
amounts of data as well as substantial resources, which is
why some other studies still use traditional ML techniques K-
Nearest-Neighbours (KNN), SVM, decision tree, and random
forest [3], [19], [28], [31], [34], [50], [51], [52], [53], [54],
[55], [56], [57].

It’s crucial to emphasize that high accuracy does not
necessarily imply high quality. For instance, study [5]
reported 100% accuracy. however, subjectivity should be
considered. For instance, the training and test datasets were
identical in terms of the one male suspect, questions, and
answers, with the only difference between the training and
the test sets being the time of day when the recordings were
made. This example illustrates that accuracy alone is not a
conclusive indicator of the model’s success.

The features utilized in deception detection, as detailed
in the reviewed studies, reveal a wide array of methods to
capture deception. Audio features, such as stress patterns in
speech, are central in some approaches [5], [37], whereas
textual analysis plays a critical role in others, particularly
in examining linguistic patterns [33], [34]. Similarly, visual
features encompass facial expressions and body language,
have been reported as effective for enhancing accuracy
in deception detection. These features are predominant in
several studies [29], [31], [39], reflecting the importance of
non-verbal cues in deception detection. A recent work [3]
reported that eye micro-movements serves as more effective
indicators of deception than facial micro-expressions. Some
research employs thermal imaging [38], showcasing the
use of innovative sensors to detect physiological changes
associated with deceit. Notably, the integration of multiple
modalities, such as combining audio-visual data [6], offers
a comprehensive approach to enhance detection accuracy.
These diverse feature sets underscore the complexity of
deception detection and highlight the need for multifaceted
approaches to effectively interpret and analyze deceptive
behavior.

In addition to ML models, the datasets used in the literature
also play a crucial role, encompassing a wide range of types
and sources. Audio datasets, which capture vocal nuances
and stress patterns, are integral to studies like [5] and [37].
Similarly, textual datasets are central in text-based deception
detection, as evidenced in [33] and [34]. Moreover, visual
datasets that focus on visual cues such as facial expressions
and body language are prominently featured in the field.
This diversity, highlighted in the reviewed studies, extends
to the categorization of datasets into real-life and mock
datasets. Real-life datasets, for instance, provide authentic
settings for model testing and are exemplified by studies
such as [6], which utilize the Real-Life Trial dataset [58]
for a realistic context in deception detection. Conversely,
mock datasets are created in controlled environments, like
games or simulated interviews, to study deceptive behavior
in a structured manner. Examples of such datasets include
[40] and [59]. Additionally, the use of custom datasets,
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particularly facial datasets combined with transfer learning
from large-scale databases like ImageNet [32], illustrates the
trend towards creating more specific and effective datasets
for targeted deception detection tasks. The most frequently
deception detection dataset used in the literature is Real-Life
Trial dataset [58] which is visual and textual. Real-Life Trial
dataset is the most utilized deception detection dataset in the
literature [6], [29], [36], [39], [41], [52], [60]. Other popular
datasets include bag of lies dataset [61] and Ott Deceptive
Opinion Spam Dataset [62].

Various types of sensors have been used in the literature to
collect deception dataset, however common practice is to use
secondary data instead of primary data collection. A research
presented in [37] utilized microphones to capture nuanced
audio data, such as stress patterns in speech, underscoring
the importance of auditory cues. Similarly, textual data
analysis plays a crucial role in deception detection without
the need for physical sensors, as demonstrated in studies
like [33], [34], and [63], where linguistic patterns and textual
cues are analyzed. Visual sensors, including RGB cameras,
are utilized in [32] for detailed facial analysis and micro-
expression detection. Thermal imaging is innovatively used
for physiological change detection associated with deceit,
with [38] employing the Seek Compact Thermal Imager
for Android and [28] utilizing a FLIR C2 compact thermal
camera to capture detailed thermal data. The integration of
multiple sensor types, as observed in [28], illustrates the
diverse methodologies in this field.

Table 1 provides a concise comparison of related works in
the literature.

Ill. DATASET DESCRIPTION

Real-life Trial Dataset comprises video clips from court trials,
offering a balanced mix of deceptive and truthful statements
in realistic environments converted into structured raw
format. The pre- processing steps include audio transcription
and behavioral annotation, to ensure the dataset’s readiness
for analysis. This preparation enables leveraging the dataset
for developing accurate deception detection models, setting a
solid foundation for this research.

A. DATASET SELECTION: REAL-LIFE TRIAL DATASET

This study centers on the Real-life Trial Dataset, identified as
the most extensively utilized dataset for deception detection
research within the existing literature [58]. Its selection was
driven by the critical need to analyze deception in high-
stakes environments, where the consequences of deceit can
significantly impact trial outcomes and judicial decisions.
As shown in Table 2, the dataset comprises 121 video
clips, split almost evenly between deceptive and truthful
statements, collected from publicly available court trial
recordings. These clips include a rich variety of deceptive
and truthful examples, featuring defendants and witnesses,
making it uniquely suited for studying the multifaceted nature
of human deception.

65842

The Real-life Trial Dataset is distinguished by its
real-world applicability and its multimodal nature, incorpo-
rating both verbal and non-verbal cues to deception. This
aspect is crucial for developing a comprehensive under-
standing of deception, as previous research suggests that
a multimodal approach can significantly enhance detection
accuracy. The dataset was painstakingly compiled from a
variety of sources, ensuring that each clip met specific
quality standards in terms of visual clarity and audio com-
prehensibility. This careful selection process ensured that the
dataset would be both representative of real-life scenarios and
suitable for detailed analysis using computational methods.

In preparing the dataset for analysis, several steps were
undertaken to optimize its utility for deception detection
research. These included the transcription of audio content
to text, enabling the analysis of verbal cues, and the
detailed annotation of non-verbal behaviors, such as facial
expressions and hand movements. The researchers in [58]
achieved this annotation by leveraging the Multimodal
Multilingual Information Management (MUMIN) coding
scheme to categorize gestures and facial expressions. Such
steps are critical for facilitating the extraction of meaningful
features from the dataset, which can then be used to train and
evaluate deception detection models.

Furthermore, the Real-life Trial Dataset’s application in
this study is underpinned by a thorough examination of its
characteristics, including the balance between deceptive and
truthful clips, the demographic diversity of the individuals
featured in age and sex, and the contextual variety of the
deception instances it contains. This analysis reaffirms the
dataset’s relevance to the study’s objectives and highlights
its potential to contribute valuable insights to the field
of deception detection. Table 2 summarizes real-life trial
dataset.

B. DATA PREPROCESSING

The preprocessing stage is crucial for ensuring the dataset’s
readiness for effective model training and evaluation. This
stage involved a series of meticulously executed steps aimed
at refining the dataset for the subsequent analysis. Initially,
an exhaustive check for missing values was conducted across
the dataset, revealing no instances of missing data. This
absence of missing values assures the dataset’s completeness
and reliability, facilitating a straightforward analysis process.

Another critical aspect examined was the balance between
deceptive and truthful classes within the dataset. A balanced
distribution is vital for preventing model bias towards the
more prevalent class. Upon evaluation, the dataset was found
to be balanced, with the classes of deceptive and truthful
instances being nearly equal. This balance enhances the
generalizability and fairness of the models developed from
this dataset.

Feature validation was carried out with meticulous atten-
tion to ensure the integrity and correctness of the features
within each combination. A comprehensive review of all rows
and groups was undertaken, revealing a singular discrepancy
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TABLE 1. Comparison of deception detection studies.

Ref AT Model Accuracy | Dataset(s)
[37] (2023) Neural Network 0.98 Audio recordings from interviews with a randomly selected group
[3]1(2021) Random Forest 0.73 126,291 deceptive and 128,735 truthful instances
[53] (2022) SVM 0.78 60 videos in low-stakes situations
[43] (2023) Neural Network 0.79 Three datasets from: Personal opinions, autobiographical memories, etc.
[44] (2023) Neural Network 0.99 MU3D
[54] (2023) ML Methods 0.71 Card game interaction with iCub robot
[45] (2023) Neural network 0.99 Real-Life Trial dataset, Box of Lies dataset
[46] (2023) Neural Network 0.61 "Cheat-Game" dataset, 10788 samples
[55] (2023) KNN 1.00 RLT
[30] (2023) CNN 0.74 FER-2013 dataset
[47] (2022) Neural network 0.88 RLT and Live-Action Program datasets
[56] (2020) Different ML 0.66 LieCatcher game, large corpus of interviews
[48] (2024) Neural Network 0.81 Interview-style corpus, CSC corpus
[49] (2021) Neural Network 0.78 Bag-of-Lies dataset
[57] (2020) Machine Learning 0.90 THEPHY dataset, mock crime
[33] (2022) Several ML methods 0.73 Crowdsourced dataset of 1640 statements on planned activities [64]
[34] (2019) SVM 0.87 Ott Deceptive Opinion Spam dataset
[63] (2022) Several ML methods 0.69 Dataset of 1487 statements (757 typed, 730 transcribed) from a project on deception detection
[39] (2021) Neural network 0.97 Real-Life Trial dataset, Bag-of-Lies dataset, and a dataset of long videos from The Resistance
game
[32] (2022) Neural Network 0.98 Custom facial dataset, with ImageNet dataset
[6] (2021) Neural Network 0.97 BoL, RL trail, MU3D databases
[5] (2021) Neural Network 1.00 One suspect police interrogation
[38] (2021) Neural network 0.61 Interviews with ten participants
[29] (2021) CNN 0.68 Real-Life Trial, Low-Stakes Deceit datasets
[31] (2020) Decision tree 0.70 Youtube political statements
[19] (2021) SVM 0.62 Bag-of-Lies dataset
[28] (2022) SVM 0.64 Deception Detection and Physiological Monitoring (DDPM) dataset
[2] (2020) Several ML models Various Image Vector dataset (86584 vectors)
[35] (2020) Neural Network 0.94 Ott Deceptive Opinion Spam dataset
[36] (2022) Neural Network 0.83 Real-life trial data (public court trial videos)
[40] (2020) Neural Network 0.60 Controlled games in English and Hebrew
[41] (2019) Neural Network 0.97 Real-life trial
[60] (2019) | Combined ML methods 0.97 Real life trial
[50] (2019) Random Forest 0.90 smartphone surveys (47 participants)
[51] (2019) SVM 0.82 KWOLF dataset with 388 speech samples
[52] (2019) SVM 0.77 Real-life Trial
[42] (2019) Neural Network 0.75 Daily Deceptive Dialogues Corpus of Mandarin (DDDM), 7504 utterances, 96 speakers
[59] (2019) | Combined ML methods 0.71 Resistance game videos, 285 players from 44 games

TABLE 2. Summary of real-life trial dataset for deception detection.

Attribute Detail

Number of Instances 121 (61 deceptive, 60 truthful)
Number of Subjects 56 (21 female, 35 male)

Age Range Approximately 16-60 years
Number of Features 39

in the 6th instance regarding hand movements, where all
values were zeros, which is invalid. We noted that the
number of features is unequal to other groups. This issue was
attributed to the inherent challenge in visually capturing hand
movements across all videos, resulting in this group totaling
68 instead of 121. All other feature groups, including mouth,
eyes, gaze, eyebrows, head, gestures, and hand, correctly
summed to 121, affirming the dataset’s overall consistency
and reliability.

For model training and evaluation, categorical class
labels were converted to numerical values, with ‘deceptive’
instances labeled as 1 and ‘truthful’ instances labeled as 0.
This conversion facilitates the use of computational models
that require numerical values. Furthermore, the 39 features
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identified were meticulously grouped into seven categories:
mouth, eyes, gaze, eyebrows, head, gestures, and hand. This
grouping strategy aims to capture the multifaceted nature of
deceptive behavior through various non-verbal cues [58].

To guarantee reliability and robustness, the dataset was
split into training and testing sets following a leave-out
cross-validation strategy, ensuring that a substantial portion
of the data is used for model training while reserving
a representative subset for evaluation. This requires a
‘subjective split’, meaning that 20% of the samples contain
subjects that are unseen in the 80% training data. This
technique involves partitioning the training dataset into five
subsets, with the model being trained on four subsets and
validated on the remaining one. This process is recursively
implemented five times.

IV. EXPLAINABLE MACHINE LEARNING METHODOLOGY
The proposed XAl-based deception detection method is a
composite of dataset preparation, the selection and hyperpa-
rameter tuning of various ML models, and XAI techniques
to enhance the interpretability and identification of novel
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Real life trial
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Data Pre-Processing

Machine
Learning

Truthful Deceptive

XAl
Techniques

Insights
about Visual
Deception
Cues

FIGURE 1. Methodology block diagram.

insights. Our comprehensive methodological framework
aims to advance the understanding of deception, contributing
to the broader application of Al in high-stakes settings, and
includes the following main components. Figure 1 presents
the details of the implemented XAI methodology.

A. MODELS’ TRAINING AND EVALUATION

In this study, a diverse array of ML models was selected to
explore their effectiveness in deception detection. The models
include Multi-layer Perceptron (MLP), SVM, Decision Trees,
Random Forests, Logistic Regression, KNN, Naive Bayes,
Light Gradient Boosting Machine (LGBM), XGBoost, and
CatBoost. This selection spans a wide range of approaches,
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TABLE 3. Hyperparameters tuned for each classifier.

Classifier | Hyperparameters
hidden_layer_sizes, activation, solver, alpha, learn-

MLP K
ing_rate
n_estimators, max_depth, learning_rate, subsample,
XGBoost . . .
colsample_bytree, min_child_weight, gamma
iterations, learning_rate, depth, 12_leaf reg, bor-
CatBoost | der_count, loss_function, eval_metric, random_seed,
silent
Random n_estimators, max_features, max_depth,

Forest min_samples_split, min_samples_leaf, bootstrap

Decision | max_depth, min_samples_split, min_samples_leaf,
Tree criterion
Logistic
Regres- C, solver, penalty
sion
KNN n_neighbors, weights, metric, leaf_size
Naive .
var_smoothing
Bayes
n_estimators, max_depth, learning_rate, num_leaves,
LGBM boosting_type, objective, colsample_bytree, subsam-

ple

from simple linear models to complex ensemble methods,
offering a comprehensive examination of various strategies
in tackling the problem of deception detection.

To optimize the performance of each model, a systematic
hyperparameter tuning was conducted using grid search
and randomized search. This process involves training
each model multiple times with different combinations
of hyperparameters, allowing for the identification of the
optimal set that yields the best performance. The grid search
and the randomized search were meticulously designed to
cover a broad spectrum of hyperparameters for each model,
ensuring a thorough exploration of the parameter space.
Table 3 summarizes the hyperparameters tuned for each
model.

Afterwards, model evaluation is a critical step in the
process of validating the efficacy of ML models. In this study,
each model’s performance was rigorously assessed using a
range of metrics that provide insights into various aspects
of prediction quality. These metrics included accuracy,
precision, recall, and the area under the curve (AUC).
Accuracy measures the proportion of true results among
the total number of cases examined, precision reflects the
proportion of true positive results in the dataset, recall
indicates the fraction of relevant instances that have been
retrieved over the total amount of relevant instances. The
AUC curve is a performance measurement for classification
problems at various threshold settings, representing the
degree of separability achieved by the model.

The models demonstrating superior performance across
the metrics will be subjected to XAI techniques to shed
light on the contributing factors leading to their decisions.
By applying XAl this study aims to unravel the black-box
nature of complex models, particularly those like neural
networks and ensemble methods, which often offer limited
interpretability despite their high accuracy. The insights
gained from XAI will be pivotal in understanding model
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behavior and will be instrumental in the advancement of the
field of deception detection.

B. EXPLAINABLE Al ANALYSIS

This study employs several XAI methods to interpret the
models selected for their exemplary performance in the
deception detection task.

1) PERMUTATION IMPORTANCE

Permutation importance is utilized as the primary fea-
ture ranking technique. Unlike other methods, permutation
importance does not require retraining the model multiple
times, thus providing a computationally efficient means of
evaluating feature significance. Two phases of permutation
importance analysis are conducted. The first phase assessed
individual features to determine their independent impact on
the model’s predictions. The second, a novel phase, evaluated
groups of features, providing insight into how combinations
of related features contribute to the detection of deception.

« Single-feature Permutation Importance:

1) Initialize the model with a test set and evaluate its
accuracy.

2) Shuffle a single feature within the test set, ensuring
the use of a specific random seed for reproducibil-
ity.

3) Re-evaluate the model’s accuracy on the shuffled
test set.

4) Compute the permutation importance as the dif-
ference between the original and new accuracies,
denoted as:

PI = OA — NA 1

where PI is the permutation Importance, OA is
the accuracy of the model applied on the original
dataset, and NA is the accuracy of the model
applied on the shuffled dataset.
+ Novel Proposed Set-of-features Permutation Impor-
tance:

1) Start with the same model and its corresponding
accuracy on the test set.

2) Group the 39 features into 7 categories and
shuffle a whole group together, maintaining the
reproducibility of the shuffle. Adhere to the
dataset’s structure where for every group there is
one ‘1’, and the remaining are ‘0’s, maintaining
the integrity of the real-life trial dataset structure
during permutation.

3) Assess the model’s accuracy post-shuffling of the
feature group.

4) Determine the permutation importance in the same
manner described in equation 1.

2) PARTIAL DEPENDENCE PLOTS (PDP)
The analysis is further extended by the use of PDPs, which
graphically depict the relationship between selected features
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and the predicted outcome. Two approaches are used in the
PDP analysis:

« Single Feature Impact: The first approach explores
how variations in a single feature’s values affect the
model’s predictions, holding all other features constant.
This method highlights the influence of individual
features on the decision boundary between deceptive
and truthful classes.

o Feature Interaction Impact: The second approach
investigates the interactions between pairs of features
and how these interactions alter the predicted outcome.
This two-way PDP analysis is instrumental in under-
standing the combined effect of feature interactions on
the model’s predictions.

3) SHAP VALUES

Finally, SHapley Additive exPlanations (SHAP) values are
employed to measure the contribution of each feature to
individual predictions. SHAP values offer both local and
global interpretability:

o Local Interpretability: On a local scale, SHAP values
provide insights into individual predictions by quan-
tifying the impact of each feature. This reveals the
directionality of feature influence, indicating whether a
feature pushes the model’s output towards deception or
truth.

« Global Interpretability: Globally, SHAP values aggre-
gate the effects of features over a dataset, highlight-
ing the overall importance and impact of features
across numerous instances. This holistic view aids in
identifying consistent patterns and trends in feature
contributions.

By leveraging these XAl techniques, this study aims to
improve the predictive performance of deception detection
models and to enhance the transparency and trustwor-
thiness of AI in high-stakes decision-making scenarios.
The combined use of permutation importance, PDPs, and
SHAP values provides a comprehensive suite of tools for
interpreting complex model behaviors and substantiating the
factors driving their predictions.

V. RESULTS AND DISCUSSION

A comprehensive analysis of the results is performed for
multiple ML algorithms. The performances are evaluated and
discussed based on a range of metrics including accuracy,
precision, recall, and AUC. This discussion extends to a
comparative analysis of the models’ results against existing
benchmarks and theoretical expectations derived from the
literature. In addition to quantitative performance metrics,
this section delves into the qualitative insights yielded by the
application of XAl techniques. Permutation importance, PDP,
and SHAP values have been employed to interpret the models
and understand the underlying factors that contribute to their
predictive accuracy. The results from these interpretability
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techniques are discussed to provide a deeper understanding
of the feature contributions and model behaviors.

The discussions aim to bridge the gap between raw
predictive performance and the interpretive understanding
necessary for practical application in real-world scenarios.

A. MACHINE LEARNING CLASSIFIERS PERFORMANCE
Table 4 presents the performance of each classifier. MLP
emerged as the top-performing model in all metrics with
the highest accuracy of 88%, indicating a superior overall
classification rate. Its precision of 86.67% and recall of
92.86% demonstrate its effectiveness in identifying deceptive
instances with a low rate of false positives and high true
positive rate. The AUC of 84.42% further confirms the MLP’s
robustness in distinguishing between classes.

SVM and XGBoost both achieved an accuracy of 80.00%.
However, XGBoost exhibited a higher AUC score of 88.96%,
suggesting its greater capability in class discrimination
compared to SVM’s 81.17%. This may be attributed to
XGBoost’s ensemble approach, which typically provides
better generalization. However, SVM and XGBoost have
equal precision and recall. Recall and precision do follow
similar trends to the accuracy’s trend across the array of
models used in this study.

CatBoost, another ensemble method, showed slightly
lower performance with an accuracy of 76.00% and the
lowest AUC of 68.83% among the top four models. Random
Forest and Decision Tree classifiers displayed identical
accuracies of 72.00%. The Random Forest model had a
higher AUC score of 76.36%, compared to the Decision
Tree’s 66.23%, which might be due to the ensemble nature of
Random Forest providing a more nuanced decision boundary.

Logistic Regression and KNN both reported accuracies of
68.00%, with Logistic Regression achieving a slightly higher
AUC. This indicates that the linear decision boundaries of
Logistic Regression are relatively effective for this task,
despite the complex feature space. Naive Bayes showed a
lower accuracy of 60.00% and an AUC of 62.99%, reflecting
its challenges with the dataset’s features, which may not
meet the naive conditional independence assumption of this
classifier.

Lastly, LGBM recorded the lowest accuracy of 56.00% and
an AUC of 58.44%, suggesting that the model’s configuration
was not optimal or that this approach is less suited to the
characteristics of the dataset. Furthermore, accuracy and
AUC being close to 50% indicate chance level. Having such
performance suggests that LGBM is not functional in this
task.

We conducted another experiment in which we designed
the custom deep learning model, which takes both video
and text input from the given ‘Real-Life’ dataset to predict
whether the given case is deceptive or truthful. It is to be noted
here that the ‘Real-Life’ dataset does not explicitly contain
the text and video input of each case. Instead, it comprises
different text and video samples for various cases that do not
have any relationship with each other. This lack of video and
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TABLE 4. Performance of various classifiers.

Classifier Accuracy | Precision | Recall AUC

MLP 88.00% 86.67% 92.86% | 84.42%
SVM 80.00% 80.00% 85.71% | 81.17%
XGBoost 80.00% 80.00% 85.71% | 88.96%
CatBoost 76.00% 75.00% 85.71% | 68.83%
Random Forest 72.00% 76.92% 71.43% | 76.36%
Decision Tree 72.00% 73.33% 78.57% | 66.23%
Logistic Regression 68.00% 75.00% 64.29% | 70.13%
KNN 68.00% 71.43% 71.43% | 66.08%
Naive Bayes 60.00% 66.67% 57.14% | 62.99%
LGBM 56.00% 61.54% 57.14% | 58.44%

textual for each case within the dataset creates a problem for
the multimodal deep learning model as it expects both video
and text inputs to be passed for each case to recognize the
deceptive and truthful categories accurately.

To overcome this limitation, we tried manually cleaning the
data and establishing the link between text and video inputs
to train the model. Once the model was trained, we applied it
to the test cases to evaluate its performance. Moreover, during
training, we also validated the model after each epoch using
the validation set that is composed of 20% of the unseen
training data (i.e., the data that which model does not see
during training). The training and validation performance of
the model is shown in terms of accuracy and loss curves
reported in Figure 2. Moreover, the model’s performance at
the inference stage is reported in Figures 3, 4

From Figure 2, we can observe that although the model
produces lower model prediction error and performance
variance. It cannot outperform state-of-the-art works. For
example, at the inference stage, the proposed model achieved
an accuracy of 65%, with precision, recall, and AUC scores
of 71.43%, 50%, and 56%, respectively. The difference in
the performance of the model during the training and testing
phase can be explained by the fact that the training dataset was
not rich and large enough to allow the model to fully learn the
feature representations of both deceptive and truthful classes,
which led the model to produce overfitting results during
training and validation stage.

Furthermore, the used ‘Real-Life’ dataset is not designed
to train the multimodal networks as it does not contain the
multimodal training, validation, and test samples of both
deceptive and truthful classes. In the future, we envisage the
model to perform better once it’s trained on a better quality,
and large-scale dataset containing multiple video and textual
inputs for each case.

These results underscore the importance of model selection
in the field of deception detection. The MLP’s strong per-
formance across all metrics suggests that it is well-suited for
this dataset, potentially due to its ability to model non-linear
relationships between features. On the other hand, models
with lower AUC scores may be intrinsically less capable of
handling the complexity of the deception detection task.

B. PERMUTATION IMPORTANCE
Permutation importance technique assesses feature impor-
tance by evaluating the decrease in a model’s performance
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when the values of a single feature, or a group of features -
as this study proposed- are randomly shuffled. This is
extensively explained in Methodology section. Three specific
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methodologies are explored: using eli5 library [65], ana-
lyzing single-feature permutation importance created in this
study, and introducing a novel approach for set-of-features
permutation importance.

1) FEATURES CORRELATION

An important aspect to be noted is that permutation
importance will not yield authentic results if a feature, A,
is highly correlated with another feature, B. This is because
feature B will compensate A’s permutation effect. Therefore,
it is important to find the correlation matrix, as shown in
Fig. 5.

It can be noticed that the common trend is unrelated
features. However, there is an occasional high negative
correlation between features that are exact opposites to each
others, such as open mouth and close mouth. This emphasises
on the need of the proposed novel group permutation
importance.

2) PERMUTATION IMPORTANCE USING LIBRARY ELI5
An open-source library is eli5 library that computes per-
mutation importance. This method involves a systematic
shuffling of each feature’s values and measuring the impact
on the model’s accuracy. The permutation importances for the
top four models—MLP, SVM, XGBoost, and Catboost—are
presented in Fig. 6, with features organized in ascending order
based on their importance, transitioning from red to green.
Only two features with a permutation importance of zero
(white-colored) are displayed, but all features with non-zero
permutation importance are shown. In this context, a green
hue indicates a positive permutation importance, whereas
red indicates a negative permutation importance. In Fig. 6
the permutation importances for the four leading models
are arranged from left to right: MLP, SVM, XGBoost, and
Catboost.

The analysis of permutation importances reveals that
attributes related to eyebrow movements—raising and frown-
ing, specifically—are significant contributors to model
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FIGURE 5. Real-life Trial dataset correlation matrix.

predictions. This consistency across all four models, MLP,
SVM, XGBoost, and Catboost, strongly suggests the pivotal
role these features play, beyond coincidence.

MLP distinguishes itself by utilizing the largest number
of important features, with the most influential feature
contributing 16%, followed by two features at 12%, six
features at 8%, and nine features at 4%. This indicates that
the MLP has a total of eighteen notable features. Notably,
in the MLP model, no feature exhibits a negative permutation
importance, indicating an efficient utilization of attributes
without any negative impact on MLP’s performance. This
could be reflective of MLP’s complex architecture, which
draws inspiration from neural networks in the human
brain, allowing it to exploit a broader range of inputs
effectively.

In contrast, the XGBoost model demonstrates a more
selective feature reliance, with a smaller number of features
with positive permutation importance and only one feature,
‘Smile,” presenting a negative value. This suggests a focused
approach in XGBoost’s decision-making process, utilizing a
small number of features. On the other hand, Catboost, while
leveraging a broader array of features than XGBoost and
SVM, also includes high number of features that negatively
influence its predictions.
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SVM displays a comparatively higher ratio of features with
negative permutation importance, which may be attributed
to its algorithmic structure. Unlike MLP, the SVM’s linear
nature may not capture complex patterns without sufficient
margin for error, potentially leading to misclassifications
when influenced by certain features.

Across all models, a majority of features exhibit zero
permutation importance. This highlights a general limitation
in ML models’ capacity to integrate a high number of features
effectively. This analysis underscores the importance of
feature selection and model tuning. Understanding the nature
and impact of features can drive more refined modeling
approaches and encourage the development of strategies
to mitigate the inclusion of non-contributing or negatively
impacting features in ML models.

3) SELF-IMPLEMENTED SINGLE-FEATURE PERMUTATION
IMPORTANCE

The purpose of self-implemented single-feature permuta-
tion importance technique is to replicate eli5 outcomes
and to gain a comprehensive understanding of permuta-
tion importance, a single-feature permutation importance
method is implemented manually. The purpose of this
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FIGURE 6. eli5 library Permutation importance results for four models. From the left: MLP, SVM, XGBoost, Catboost.

implementation is not to showcase new insights other than
the ones provided in the previous section, but to validate
our grasp of the permutation importance concept. This
approach is considered as a bridge towards the development
of the innovative method for set-of-features permutation
importance in the next subsection. In short, the implemen-
tation serves as a tool for reinforcing theoretical concepts
through practical application and paving the way for the
introduction of our novel approach. It is important to note
that the results from our permutation importance implemen-
tation may not replicate identically those from the el1i5
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library, due to the inherent randomness of the permutation
process.

Figure 7 presents the permutation importance by the
MLP model, identifying 15 features with positive importance
and none with negative importance. For the SVM model,
as illustrated in Figure 8, there are 13 features with positive
importance and 6 with negative importance.

Figure 9 showcases the XGBoost model’s permutation
importance, featuring four positively important features and
an equal number of negatively important features. In contrast,
the Catboost model, depicted in Figure 10, comprises ten
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FIGURE 7. MLP model results: self-implemented permutation importance.
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FIGURE 8. SVM Model Results: Self-Implemented Permutation Importance.

features with positive importance and two with negative
importance.

The goal of this self-implemented technique is achieved:
As with the eli5 findings, the features related to eye-
brow movements, specifically raising and frowning, are
consistently deemed significant across all four models, under-
scoring their substantial importance. Table 5 corroborates
the accuracy of our understanding regarding single-feature
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permutation importance and provides a strong foundation
for proceeding with the novel set-of-features permutation
importance technique.

4) NOVEL SET-OF-FEATURES PERMUTATION IMPORTANCE

The motivation for this step is that, the dataset consists
of features in groups, as shown in Table 6. Each group
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shall have only one feature activated (1), and all remain-
ing features deactivated (0s). For example, in Gestures
group, if Scowl is activated, Laugh, Smile, and Oth-
erGestures must be deactivated. Similarly, in Eyebrows
group: if Raise is activated, Frown and other eyebrowmove-
ment shall be deactivated. This means, that permutating
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each feature individualy, will provide unrealistic inputs,
such as someone raising and frowning her eyebrows at
the same instance, which is impractical in a realistic
scenario. To address this, we need to permute each
group as a whole rather than on an individual feature
basis.
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TABLE 5. Comparison of permutation importance results aspects
between eli5 library and our implementation.

TABLE 7. Group'’s permutation importance occurrence summary.

TABLE 6. Real Life Trial Dataset’s Groups, and their corresponding
features.

Group Features
Gestures OtherGestures, Smile, Laugh, Scowl
Eyebrows | otherEyebrowMovement, Frown, Raise
Eyes OtherEyeMovements, Close-R, X-Open, Close-BE
Gaze gazquterlocutor, gazeDown, gazeUp, otherGaze,
gazeSide
Mouth openMouth, closeMouth, lipsDown, lipsUp, lipsRe-
tracted, lipsProtruded
SideTurn, downR, sideTilt, backHead, otherHeadM,
Head sideTurnR, sideTiltR, waggle, forwardHead, downR-
Head
singleHand, bothHands, otherHandM,
Hand complexHandM, sidewaysHand, downHands,
upHands

For the MLP model, Figure 11 demonstrates that permu-
tations within the ‘Eyebrows’ group result in a significant
accuracy reduction of 36%. In addition, all groups positively
influence MLP’s decisions, indicative of the model’s ability
to effectively utilize all input features.

The group permutation importance for the SVM model is
presented in Figure 12. The ‘Eyebrows’ group emerges as
the most influential, with a permutation importance of 0.32,
followed by the ‘Hand’ group at 0.24. Although there are no
non-contributing groups, the ‘Mouth’ group is observed to
have a negative impact on the model’s performance, with a
permutation importance of —0.04.

For XGBoost, as shown in Figure 13, the ‘Eyebrows’
group remains the most significant with a permutation
importance of 0.20. The ‘Eyes’ and ‘Head’ groups both
have an importance of 0.08. Notably, the ‘Gestures’ and
‘Gaze’ groups do not contribute to the model’s accuracy, and
the ‘Hand’ group worsens it, with a negative permutation
importance of —0.04.

Lastly, Figure 14 illustrates the permutation importance
for the Catboost model. Here, the ‘Hand’ group is the most
contributing with a permutation importance of 0.24, while
the ‘Eyebrows’ group is the second most significant at
0.20. The ‘Gaze’ group does not contribute to the model,
and the ‘Mouth’ group negatively affects the model with a
permutation importance of —0.08.

The permutation importance statistics, as detailed in
Table 7, emphasize the significance of certain feature
groups in the best-performing models. Notably, ‘Eyebrows’
consistently ranks at the forefront, except in the Catboost
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Groups Best One | Best Half | Positive | Zero | Negative

Permutation Importance Aspect eli5 | our Implementation Eyebrows 3 4 4 0 0
MLP Highest number of positive fea- v v Eyes 0 3 4 0 0
tures Hand 1 3 3 0 1
MLP scarcity of negative features v v Head 0 2 4 0 0
XGBoost lowest number of positive v v Gestures 0 0 3 1 0
features Gaze 0 0 2 2 0
SVM Highest number of negative fea- v v Mouth 0 0 2 0 2
tures
Eyebrows frowning and raising top im-

v v
portance

model where it is second. The ‘Hand’ group also demon-
strates high importance, consistently appearing in the top half
of all models except for XGBoost. ‘Eyes’ generally features
in the top half, with the exception of SVM where it ranks
fourth. This pattern suggests that the ‘Eyebrows,” ‘Hand,” and
‘Eyes’ groups are likely to be highly indicative of deceptive
behavior.

Conversely, there is no consistent pattern of negative or
zero contribution across any group, indicating a general
utility in all groups. The ‘Mouth’ group is the least beneficial,
with negative contributions in two instances. Nevertheless,
the overall trend shows positive contributions from all groups,
indicating that no single group hinders the input set. Based on
these observations, it is advisable not to exclude any group
from the dataset in future modeling efforts.

Table 8 demonstrates the impact of permutation on the
performance of the best four models across three distinct
stages: eli5, self-implemented, and group permutation impor-
tance techniques. Notably, MLP consistently leads in positive
utilization according to the permutation importance criterion
across all three techniques. This dominance is likely due to
MLP’s complex architecture, which enables it to process a
large number of inputs effectively. This observation is further
supported by MLP’s lack of reliance on any features with
negative importance in all three techniques, underscoring its
robustness in feature selection.

Conversely, SVM exhibits the highest degree of negative
permutation importance across all techniques, hinting at its
simplicity and potential limitations in handling all available
inputs within its algorithmic structure. This shall not be
understood as a huge drawback, but instead, as a potential
limitation of SVM.

XGBoost displays the lowest levels of positive permuta-
tion importances, indicating a selective approach to input
utilization. This characteristic indicates that XGBoost may
prioritize a smaller set of highly impactful features over a
broader but less effective range. On the other hand, Catboost
demonstrates a capacity to engage a significant number
of inputs, albeit with a moderate occurrence of negative
importance. This suggests that while Catboost is adept at
incorporating a wide array of features, it may occasionally
incorporate inputs that detract from model performance.

Overall, these findings illuminate the diverse strate-
gies employed by different classifiers in navigating the
complexities of feature permutation, each with its unique
strengths and areas for improvement.
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Permutation Importance of Feature Sets

0.32

0.30 -

0.25 - 0.24
L5
g 0.20
m
£
2
E 0151
=
8 0.12
2
S 0.10
E 0.08 0.08
&

0.05 -

0.00 -

—0.05
-*" (b & & 4|F' o
e & & o & &,,@“"’ &
)
Feature Sets
FIGURE 12. SVM model results: Set-of-features Permutation Importance.
C. PARTIAL DEPENDENCE PLOTS features. PDP technique facilitates this analysis through

PDP as extensively explained in Methodology section is two primary approaches. The first approach evaluates the
utilized to examine how the class predictions depend on influence of a single feature on the target class, providing
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insights into the direct relationship between the feature and 1) SINGLE FEATURE IMPACT
the predicted outcome. The second method explores the This subsection examines how individual features influence
interaction between two features and how this interaction the model’s predictions. By a]tering a sing]e feature’s values
impacts the target class, offering a deep understanding of how and observing the variance in class predictions, the specific
feature combinations affect predictions. contribution of each feature can be identified, highlighting
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TABLE 8. Comparative analysis of feature utilization by classifiers.

- XG- Cat-
Technique Importance | MLP | SVM Boost | boost
Positive 7 6 4 5
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(oruotuffs 7) Zero 9 e : -
Negative 0 1 1 1
, Positive 18 8 6 13
eli5 7ero 21 27 32 17
(out of 39) Negative 0 4 1 4
Positive 15 13 4 10
1f-Impl
(set T?Sme“wd Zeto 22 20 31 27
outo Negative 0 6 4 2

PDP for feature Frown
Mumber of unique grid points: 2

Deception

0.4

Frown

FIGURE 15. MLP model’s PDP result of ‘Frown’ feature.

the features with the most significant impact on the model’s
output.

a: MLP'S PDPS
In the MLP’s classifier, Figure 15 is the PDP of the ‘Frown’
feature. Following are important aspects to note in the PDPs:

b: SIGN OF PDP SLOPE

If the PDP’s slope is positive, as observed in the PDP for
‘Frown’ in Figure 15, this indicates that ‘Frowning’ tends to
signal deception. Conversely, a negative slope suggests that
the feature is more likely associated with truthful instances.
An example of this is illustrated in Figure 16, where the
‘Raise’ feature demonstrates a negative slope, implying its
association with truthfulness. From these observations, it can
be deduced that frowning is indicative of deception, whereas
raising the eyebrows suggests truthfulness.

¢: MAGNITUDE OF PDP SLOPE

The magnitude of the slope in PDP serves as an indicator of
a feature’s impact on the model’s predictions. According to
the results derived from permutation importance techniques,
‘Frown’ and ‘Raise’ emerge as the most significant features

VOLUME 13, 2025

PDP for feature Raise
Number of unique grid points: 2

0.6

Deception

0.4

Raise_0 Raise_1

Raise

FIGURE 16. MLP model’s PDP result of ‘Raise’ feature.
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FIGURE 17. MLP model’s PDP result of ‘smile’ feature.

as shown in Figure 15. To further explore this, consider
examining a feature that exhibits no permutation importance
on MLP’s performance, such as ‘Smile’. Figure 17 presents
a nearly horizontal slope for ‘Smile’, signifying its minimal
impact on the target class.

On the other hand, the steep lines of ‘Frown’ and ‘Raise’
assure their high impact on the output.

d: LIGHT SHADE OF BLUE

The light blue shading in PDP reflects the model’s confidence
level in its decision-making process. Given that all the PDPs
discussed herein are derived from the MLP model, it’s
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FIGURE 18. Random forest model’s PDP result of ‘frown’ feature.

noteworthy that the MLP consistently exhibits a high degree
of confidence in its decisions, irrespective of their accuracy.

e: RANDOM FOREST'S PDPS

Despite the Random Forest classifier not being among the
top four classifiers in this study, we performed its PDP
analysis due to its lower confidence levels in decision-
making. Figure 18 illustrates the PDP for ‘Frown’ with a
notably thinner light blue shaded area, indicating reduced
confidence in its predictions. While the impact of ‘Frown’
on indicating deception the effects observed in the MLP and
other top classifiers, Random Forest exhibits less confidence.
It is noteworthy that the PDPs for the best-performing models
are similar to those of the MLP, suggesting little motivation
to present them individually due to their similarity.

2) FEATURE INTERACTION IMPACT

The feature interaction impact analysis goes beyond single
features to explore how two features work together to affect
model’s predictions. This analysis identifies interactions
that significantly influence the model’s performance, reveal-
ing complex dependencies not apparent when considering
features in isolation.

Figure 19 presents the Interact PDP for ‘Raise’ and
‘Frown’ as analyzed by the MLP model. The plot elucidates
that in scenarios where ‘Frown’ is active (1) and ‘Raise’
is inactive (0), the prediction leans towards deception with
a scale of 0.772. Conversely, activating ‘Raise’ (1) while
‘Frown’ remains inactive (0) shifts the prediction towards
truthfulness, indicated by a scale of 0.381. These observations
are in alignment with the insights derived from individual
PDP analyses.

Figure 20 illustrates the MLP’s interaction PDP for two
influential features from different groups: ‘Raising’ eyebrows
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FIGURE 20. MLP Model’s PDP Result Interact of Lips&Raise Features.

and the corners of the ‘Lips’ turning down. These features,
each associated with truthful decisions, create four real-life
scenarios when combined. Notably, when both features are
active, the model leans towards a deception probability of
0.384. Conversely, deactivating both features increases the
deception probability to 0.72. In cases where one feature
is active and the other is not, the outcome resides in
between, slightly tilting towards deception. This analysis
underscores the significant impact each feature holds within
the model’s decision-making process. The interaction PDP
between ‘Frowning’ and ‘Smiling” encompasses four realistic
scenarios, with one feature exhibiting a notably lower
impact. Utilizing the XGBoost model, Figure 21 reveals the
limited influence of ‘Smiling’ on the predictive outcome.
Specifically, when ‘Frown’ is active, the deception proba-
bility remains at 0.686, irrespective of ‘Smile’s’ presence
or absence. Conversely, deactivating ‘Frown’ shows that
variations in ‘Smile’ adjust the deception probability by a
mere 0.006, underscoring its minimal effect. This highlights
the dominant role of ‘Frowning’ over ‘Smiling’ in affecting
the model’s decision-making process.

Across these interactions, it’s evident that certain features
play pivotal roles in shaping the model’s decision-making
process, with some interactions revealing a significant
influence on the predictive outcome. The findings underscore
the complexity of model behavior, highlighting how specific
feature combinations can either increase or decrease the
probability of deception or truthfulness. These insights
illuminate the nuanced understanding of feature interplay
within models and underscore the utility of PDP Interact
analyses in unraveling these complex relationships.
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FIGURE 21. XGBoost Model’s PDP Interact Result of Smile&Frown
features.

D. SHAP (SHAPLEY ADDITIVE EXPLANATIONS)

As extensively explained in Methodology section, SHAP is a
game theory-based approach for explaining the output of any
ML model. It decomposes predictions into contributions from
each feature, offering both local and global explanations.

1) LOCAL SHAP

Local SHAP explanations provide insights into the
decision-making process for individual predictions.
By attributing a SHAP value to each feature, it elucidates how
each feature contributes to the specific prediction, offering a
detailed explanation at the instance level.

As an elaboration, Figure 22, represents SHAP explanation
of a truthful instance. The red rows are the features adding
weight to ‘Deception’, and blue ones add weight to the
“Truthful’ class. ‘Frown’=1 and ‘Raise’=0 indicate that this
row should be deceptive. However, blue features, such as
‘Scowl’=1, and others, aggregate to have the higher impact
on the decision in this local instance. Therefore, this instance
has a score of 0.03, which is highly truthful. As previously
discussed, MLP often produces extreme scores due to its high
confidence.

As shown in Figure 23, the decision made by the SVM
on the same instance corroborates the findings of the MLP,
albeit with minor discrepancies. For instance, the SVM
classifies ‘Gazedown’ as blue and omits the ‘closed mouth’
feature, which is marked as red. The associated score of
0.16 indicates that the prediction is considered ‘Truthful’, yet
it reflects a lower confidence level compared to the MLP,
which yields a score of 0.03. It is important to note that a high
confidence level does not necessarily imply accuracy of a
prediction.

2) GLOBAL SHAP

Global SHAP, in contrast, aggregates SHAP values across
all instances to provide a holistic view of feature importance.
This global perspective highlights overall trends and patterns
in the data, offering a comprehensive understanding of the
model’s reliance on different features for making predictions.
Figure 24 showcases the Global SHAP values for the MLP
classifier. Each feature is represented by 121 dots, signifying
individual instances, with colors indicating feature activity:

VOLUME 13, 2025

blue for inactive and red for active states. Notably, ‘Frowning’
exhibits a significant impact when active, whereas ‘Raising’
demonstrates importance regardless of its state. Features
like ‘OtherGestures’ and ‘Gaze Interlocutor’ exhibit the
ability to influence predictions towards both deception and
truthfulness, active or not, showcasing the model’s non-linear
behavior. Some features, such as ‘SideTurn’, typically show
minimal SHAP impact when inactive but reveal substantial
influence upon activation, highlighting their conditional
importance.

Conversely, Figure 25 reveals notable differences, cor-
roborating insights from the ‘Permutation Importance’
section. Studying MLP’s Global SHAP with that of
XGBoost, the comparison reveals that the lower-ranked
features by the MLP model exhibit noticeably higher
SHAP values than those in the XGBoost model, under-
scoring XGBoost’s selective feature utilization. Meanwhile,
features with the highest SHAP values in XGBoost indi-
cate a more focused exploitation of key features com-
pared to MLP, aligning with the observed behavior that
XGBoost prioritizes a narrower set of features for making
predictions.

E. DISCUSSIONS

The exploration of feature interaction through PDP and
SHAP analyses revealed nuanced insights into how com-
binations of features influence model predictions. For
instance, the interaction between ‘Frowning’ and ‘Smiling’
highlighted the significant impact of ‘Frowning’ on deception
detection, underscoring the importance of understanding
feature interactions in improving model interpretability and
performance.

Moreover, the application of global SHAP analysis offered
a holistic view of feature importance, reaffirming the critical
roles of ‘Frowning’ and ‘Raising’. These global insights are
crucial for understanding the overall behavior of models and
guiding feature selection and model tuning processes.

In line with the objectives of this report, a literature
review was conducted to identify the gap that needs
addressing, which is the implementation of XAI techniques
to gain insights into real-life visual cues of deception. The
XAI techniques employed include permutation importance,
PDP, and SHAP. These techniques are applied to the
best-performing classifiers selected from a diverse set of
relevant ML models, highlighting model behavior and
the significance of specific features, such as eyebrow
characteristics. The top-performing classifiers are MLP,
SVM, XGBoost, and CatBoost, achieving accuracies of
up to 88%.

In conclusion, the findings from this section enhance the
understanding of the predictive dynamics of ML models
in deception detection and emphasize the value of XAl
techniques in bridging the gap between raw model output
and intrepretable insights. The demonstrated superiority of
the MLP model, coupled with the detailed interpretative
analyses, lays a solid foundation for future research aimed
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FIGURE 23. SVM model’s local shap result on a truthful instance.
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FIGURE 24. MLP model’s global shap result.
at refining models for greater accuracy and interpretability compared to state-of-the-art studies, particularly those that

in the field of deception detection. Table 9 showcases employed XAI techniques and used the Real-Life Trial
the advancements our study contributes to the literature dataset.
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TABLE 9. Comparison of this work with the state-of-the-art.
Ref Algorithm Used Accuracy | XAI Techniques Used Dataset Used
Permutation Importance,
This MLP, SVM, XGBoost, PDP, SHAP, Set-of- . . .
Work | Catboost 88% Features Permutation Real-Life Trial Dataset
Importance
Real-Life  Trial, Low-
(29] CNN 68% None Stakes Deceit datasets
Crowdsourced dataset
[33] Several ML methods 73% LIME (statements on planned
activities)
[34] SVM 87% None Ott  Deceptive Opinion
Spam dataset
[36] Neural Network 83% None Real-Life Trial dataset

VI. CONCLUSION AND FUTURE WORKS
In addressing the complex challenge of deception detec-
tion, this study bridges the gap between the significant
capabilities of ML classifiers and their black-box nature.
By harnessing the power of model-agnostic XAl techniques
within a methodological framework, this research advances
the understanding of the interplay between deception visual
cues and artificial intelligence.

The methodology, centered around the real-life trial
dataset, underscored the dataset’s value in reflecting genuine
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high-stakes environments. Through meticulous preprocess-
ing, model selection, and hyperparameter tuning, this study
has underscored the importance of a visual deception
detection accuracy.

Among the various ML models evaluated, the Multi-Layer
Perceptron (MLP) model emerged as the standout performer,
demonstrating a high accuracy of 88% and an exceptional
ability to utilize facial and body expressions as predictive
cues. This finding validates the chosen methodological
approach and highlights the potential of specific non-verbal
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cues, such as eyebrow ‘Frowning’ and ‘Raising,” in indicating
deceptive behavior.

The application of model-agnostic XAl techniques has
been instrumental in peeling back the layers of Al-driven
decisions, offering insightful interpretations of how individ-
ual features and their interactions contribute to the detection
of deception. This level of analysis, facilitated by permutation
importance, PDP, and SHAP, has illuminated the path toward
models that are accurate and interpretable.

Limitations in this study to be addressed in the future
include: the lack of automation in extracting visual features
from subjects and the exclusive focus on visual cues, without
incorporating other types of cues.

Future research in deception detection could benefit from
the incorporation of advanced deep learning techniques
to discern subtle changes in deception cues, potentially
enhancing accuracy significantly. Employing deep transfer
learning with pre-trained models could further refine this
process, leveraging existing knowledge bases for improved
performance. Additionally, a more meticulous selection of
cues, alongside the integration of a broader spectrum of
physiological features, could augment the models’ results.
Expanding the dataset to include a larger, more diverse group
of volunteers, providing multiple instances in more con-
trolled environments, will be crucial in generating authentic
deceptive cues.
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