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A B S T R A C T

Fault diagnosis is a critical component of prognostics and health management, enhancing machinery reliability 
and ensuring operational efficiency by enabling proactive maintenance strategies. However, achieving this re-
quires high data fidelity to accurately predict the full spectrum of faults and structural degradation for reliable 
assessments. AI-driven fault diagnostics based on machine learning often face challenges in reliability due to 
uncertainties arising from variations in data distribution, caused by changing operating conditions and noise 
interference. These factors undermine the trustworthiness of such methods. To address these challenges in ac-
curacy and reliability for mechanical systems, such as gearboxes, this study proposes a Trustworthy Intelligent 
Diagnostic (TID) model. The TID model incorporates a multi-scale probabilistic neural network, and a decision 
fusion module based on uncertainty quantification (UQ). Specifically, three UQ-based decision fusion strategies 
are introduced to enhance diagnostic reliability by effectively managing uncertainty in fault diagnosis. Building 
upon the TID model, a cooperative fault diagnosis framework is further proposed to facilitate fault knowledge 
sharing and alleviate the limitations posed by data scarcity. The proposed approach is validated using both 
experimental data and real-world wind turbine gearbox failure datasets, demonstrating significant improvements 
in diagnostic accuracy and a notable reduction in false alarm rates. These results highlight the effectiveness, 
reliability, and superiority of the proposed method.

1. Introduction

1.1. Background

Wind power, as one of the most promising clean energy sources, has 
the potential to accelerate decarbonization and achieve net-zero emis-
sions. Wind turbines, primarily composed of rotating machinery that 
converts wind energy into electrical energy, serve as the main driving 
force behind wind power generation technology. However, several sig-
nificant obstacles hinder the continued adoption and development of 
wind power technology, including manufacturing, installation, and the 
high costs associated with operation and maintenance (O&M). Reducing 
O&M costs can significantly enhance the sustainability of wind energy. 
Conventional maintenance approaches can extend the service life of 
wind turbines, but they do so at significantly higher costs compared to 
predictive maintenance methods. Predictive maintenance, as one of the 

advanced approaches in Prognostics and Health Management (PHM) 
technology, offers the most effective way to reduce O&M costs [1,2]. 
Fig. 1 presents the flowchart of a general PHM process, highlighting that 
fault diagnosis plays a critical role in ensuring the reliability and accu-
racy of diagnostic outcomes. These outcomes directly influence the 
effectiveness of the entire PHM process, including maintenance 
decision-making strategies.

Motivated by widespread use of Artificial Intelligence (AI) across 
various fields, such as aviation, healthcare, navigation, etc., [3–5], new 
insight have emerged on how to address the challenges in diagnostic 
technologies. Compared to traditional diagnostics, AI-driven fault di-
agnostics integrate the advantages of knowledge-based, model-based, 
and purely data-driven approaches. However, these AI-based methods 
still suffer from low trustworthiness, and existing solutions have yet to 
fully overcome these limitations. As a result, AI-driven diagnostics 
continue to face significant risks, along with low accuracy and reliability 
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in real-world applications. Therefore, the primary objective of this 
research is to develop a trustworthy AI-driven diagnostic system to 
enhance the reliability and safety of AI application in PHM process [6].

1.2. Related works

Modern predictive tools are increasingly developed using Machine 
Learning (ML), an important subset of AI, as part of PHM to enable 
intelligent fault diagnosis. Several diagnostic tools developed based on 
ML have been successfully applied in medical diagnostics [7], and a 
number of studies have extended this concept to the fault diagnosis of 
mechanical systems, such as wind turbines [8]. In contrast to medical 
applications, where ML models often rely on pixel segmentation, fault 
diagnosis in wind turbines typically involves analyzing vibration signals 
[9].

However, since vibration signals are easily obscured by noise, 
changes in rotational speed can lead to shifts in the data distribution of 
these signals. This introduces a new challenge in applying ML to wind 
turbine fault diagnosis: how to establish a meaningful and robust rela-
tionship between features representing healthy operating conditions 
and those indicative of failure modes [10–15]. To address the above 
issues, Xu et al. combined the strengths of Variational Mode Decompo-
sition (VMD) and Convolutional Neural Networks (CNN) to develop a 
bearing fault diagnosis model. Their research demonstrated the reli-
ability of integrating multi-physical signals with neural networks, 
providing a foundation for automated fault diagnosis. However, despite 
the potential, combining such algorithms to develop diagnostic models 
has been shown to negatively impact maintenance strategies in terms of 
both accuracy and efficiency [16]. Thus, Huang et al. proposed the use 
of a parallel convolutional kernels with different sizes to directly obtain 
the multi-scale information from the vibration signal of bearings. The 
results indicate that the fusion of multi-scale features can improve the 
diagnostic accuracy of the model [17]. However, a similar study con-
ducted by Jiang et al. considered the impact that the depth of feature 
fusion has on the diagnostic performance of the NN-based model. The 
study used the multi-scale advanced features as the input for the fully 
connected layer to calculate the diagnostic probabilities [18]. As more 
in-depth studies, Xu et al. and Bashir et al. used the different 

contributions from multi-scale features from the predicted probabilities 
to calculate more accurate diagnostic probabilities. The researchers 
subsequently added attention mechanism to the weights and fused it 
with the multi-scale features [19,20]. The diagnostic probabilities of 
each branch of filters in the hybrid multi-scale model are fused using a 
developed ensemble network. The results show that the methods can 
reduce the rate of false positives [21]. Besides, as more credible studies 
in the diagnosis area continue to emerge, domain shift for condition 
adaptation [22] in diagnosis has attracted attention of researchers in this 
field of study. Zhang et al. developed a fault diagnosis model based on 
transfer learning that can more accurately detect faults by restraining 
the transfer of ineffective information [23]. Wang et al. also established 
an intelligent diagnostic model based on transfer learning. The results 
indicated that the biases between the marginal and conditional distri-
bution of objectives target, and original source were reduced [24]. Cao 
et al. developed the Y-net model based on transfer learning network that 
can overcome the limitations in robustness caused by the domain shift. 
The result showed that the reduction of the discrepancy between mar-
ginal and conditional distribution of the learned features can improve 
the diagnostic performance [25]. Song et al. developed a data-driven 
model which can maintain the maximum training accuracy to mini-
mize the difference between training and test data to address domain 
adaption limitations [26]. Meng et al. developed a data-driven diagnosis 
model based on empirical mode reconstruction to enhance the data in 
use of training the model for diagnostic reliability [27]. Furthermore, 
Ragab et al. developed a fault diagnosis framework based on multiple 
machine learning modules and to make a reliable decision for fault 
classification for improvement of diagnostic reliability [28]. However, 
the diagnostic uncertainties caused from the limited data that cannot 
provide prefect description of the distribution of the target source 
leading to an out-of-distribution (ODD) problems in the diagnostic 
problem [29].

AI-driven methods have shown great potential across various real- 
world applications, particularly where predictive decision-making and 
system reliability are crucial [30]. For example, in the field of smart 
healthcare, artificial neural network-based federated learning has been 
successfully applied to heart stroke prediction [31]. In industrial asset 
management, AI techniques are widely used in PHM to detect 

Fig. 1. Relationship and importance of diagnosis in prognostics and health management.
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early-stage faults and optimize maintenance strategies [32,33]. 
Furthermore, AI also plays an increasingly important role in energy 
systems, where it enables real-time anomaly detection, intelligent con-
trol, and digital twin development for complex infrastructures such as 
wind turbines [34].

Uncertainty quantification (UQ) is increasingly becoming an essen-
tial component of intelligent neural network-based diagnostic models 
[35]. has long been a primary source of unreliable decisions in often 
leading to inaccurate fault or damage estimation by intelligent models, 
which in turn can pose safety risks to the overall integrity of engineering 
system [36,37]. Recently, researchers have recently used Bayesian Deep 
Neural Network (BDNN) to estimate both aleatoric and epistemic un-
certainties in fault diagnosis models, demonstrating their promising 
capabilities [38,39]. However, these studies have primarily focused on 
proving the feasibility of quantifying uncertainty within BDNN-based 
fault diagnosis models [40–42].

Zhu et al. developed intelligent diagnosis based on Bayesian transfer 
learning under limited data. The study demonstrates that using Bayesian 
neural network can avoid overfitting during statistical ML modelling 
[43]. Li et al. used Bayesian learning to develop an approach to analyze 
random vibration of bridge. The examination result indicated that 
Bayesian approach could stabilize the prediction of vehicle dynamic 
interaction [44]. Chen et al. used Bayesian optimization to obtain the 
optimal parameters of Bayesian neural network to address fault diag-
nosis model for bearing diagnosis [45]. The results showed that the 
method can achieve high diagnosis accuracy. Xu et al. developed a 
damage prediction model based on Bayesian neural network to estimate 
the degradation capability of rolling bearing [46].

Soualhi et al. investigated the uncertainty in the Remaining Useful 
Lifetime (RUL) prediction to develop a data-driven model to combine 
the direct and recursive RUL predictions for reliability of the predicted 
RUL [47]. Lin et al. developed an intelligent diagnosis model based on 
variational mode decomposition and probabilistic neural network to 
improve the diagnostic results in noisy environments [48]. Yao and 
Wang established the fault diagnosis model based on fractal theory and 
probabilistic neural network to improve the diagnostic capability for the 
complex system. Their model considers the nonlinear dynamic charac-
teristics of the complex (mechanical) system [49]. Fang et al. designed a 
fault diagnosis model based on Bayesian CNN that can quantify the 
uncertainty, especially when the data contains noise [50]. A similar 
study by Peng et al. constructed a 2-D Bayesian CNN to estimate bearing 
deflections and the uncertainty in the prediction [51]. However, this 
study used images as input of the model. Similarly, Fang et al. used the 
spectrum transferred by short time Fourier transformation (STFT) as the 
input of the model [48]. The study led to some loss in diagnostic capa-
bilities through the data transformation when the uncertainty was 
enlarged. Thus, it should be noted that using raw data as the input of 
NNs for diagnostic modelling has some inherent limitations. Further-
more, more advanced studies have been conducted by Zhou et al. using 
raw vibration signals to develop the BDNN diagnostic model with UQ 
capability to analysis to improve the reliability of the diagnosis model 
[52]. Han et al. established a fault diagnosis approach based on BDNN 
with ensemble layer to integrate the probability outputs from multiple 
deep learners to improve uncertainty estimation. It has been determined 
that the BDNN-based fault diagnosis model can accurately classify the 
working conditions and predict the uncertainty for decision making 
[53]. Consequently, the above studies only re-emphasized the impor-
tance of UQ in fault diagnosis. More importantly, intelligent models 
should be able to provide high confidence level when diagnosing known 
or unknown faults. The results of the UQ should have high accuracy for 
them to be timely used as feedback in the decision-making system as an 
alarm. Accordingly, this paper presents the first research to propose the 
use of uncertainty to develop and implement trustworthiness in fault 
diagnosis decision-making using a multi-scale Bayesian neural network. 
The study shows how to quantify, control, and calibrate the uncertainty 
for diagnostic reliability in order to improve the reliability of the PHM 

system of wind turbine.

1.3. Summary, motivation and contribution

Recent advances in AI-driven fault diagnosis have achieved signifi-
cant success in industrial applications. Through techniques such as 
transfer learning and generative modeling, intelligent diagnostic sys-
tems have demonstrated impressive performance in small-sample sce-
narios, effectively addressing many challenges in industrial 
environments. However, as AI-driven diagnostic decisions become more 
integrated into real-world operations, ensuring the reliability and 
trustworthiness of these conclusions is critical, especially in high-stakes 
systems. Motivated by the need to enhance diagnostic reliability under 
uncertainty and improve the credibility of AI-based decisions in out-of- 
distribution (OOD) environments, this study aims to improve the trust-
worthiness of intelligent fault diagnosis conclusions to ensure the reli-
ability of PHM. This, in turn, supports the structural health monitoring 
and assessment of wind turbine rotating machinery.

To achieve this goal, we propose a novel Trustworthy Intelligent 
Diagnostic (TID) model, which consists of a multi-scale probabilistic 
neural network and a decision fusion module based on UQ. This model 
demonstrates strong extrapolation capability and robustness when per-
forming fault diagnosis in complex environments. Furthermore, by 
leveraging the TID model and its UQ-based decision fusion module’s 
ability to distinguish uncertainty between OOD and In-Distribution (ID) 
data, we introduce a collaborative diagnostic framework. This frame-
work enhances fault diagnosis in OOD scenarios by utilizing the 
collaborative effects of multiple models, significantly reducing the 
number of samples that require additional manual inspection. The key 
contributions of this study are as follows: 

(1) A newly developed multi-scale probabilistic neural network 
model has been created by integrating Bayesian neural networks 
with a multi-scale fault diagnosis framework. This model effi-
ciently extracts valuable information from raw vibration signals, 
resulting in enhanced overall performance.

(2) Based on UQ of predictions, three UQ-based decision fusion 
modules are designed, including UQ-based hard voting, UQ- 
based soft voting, and UQ-based Bayesian causal inference. 
These decision fusion modules provide more confident inferences 
for ID diagnoses, resulting in lower epistemic uncertainty. 
Conversely, UQ-based hard voting and UQ-based soft voting 
amplify epistemic uncertainty for OOD diagnoses, thereby 
enabling a clear distinction between ID and OOD cases.

(3) A UQ-based collaborative diagnostic framework is proposed, 
which leverages accurate OOD identification to trigger an addi-
tional Trustworthy Intelligent Classifier (TIC) for further recog-
nition of remaining OOD cases. This approach significantly 
improves the accurate identification of unknown faults, ulti-
mately reducing labor costs.

The remainder of the paper is structured as follows. Section 2 pre-
sents the preliminary methods used in the proposed approach. Section 3
introduces the proposed methodologies, including the trustworthy 
intelligent diagnostic model, the decision-level fusion modules based on 
uncertainty quantification, and the collaborative diagnostic framework. 
Section 4 presents the experimental results and discussion. Section 5
concludes the study, while Section 6 discusses future directions for 
reliable intelligent diagnosis.

2. Preliminaries

2.1. Bayesian neural network

The fault diagnosis method based on traditional deep NNs falls under 
the category of point estimation problems, which suffer from inherent 
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overconfidence in predictions during diagnosis [54]. The classical fault 
diagnosis approach can be defined as the model parameters w, which is 
optimized to obtain the maximum likelihood estimation (MLE): 

w∗ = argmax P(D|w)

w
=

argmax
w

∑
ilog p(yi|xi,w) (1) 

In the BDNN model, the distribution parameters are defined as 
P(w|D) to enable a neural network model with interval estimation. The 
model’s capability to quantify uncertainty is derived from the random 
parameters in the BDNN [55]. Fig. 2 shows the topological structure of a 
traditional BDNN used in this study for benchmarking purposes.

The Bayes rule is used to find the posterior distribution over the 
weights p(w|D) =

p(D|w)p(w)

p(D)= p(D|w)p(w)∫
w

p(D|w)p(w)dw

where p(w|D) is the likelihood estimated 

probability based on the dataset, p(w) is the prior distribution, and p(D)
is the marginal likelihood. The Gaussian distribution is generally set as 
the prior in the study. For a set of w, the p(D|w) and p(w) are trackable. 
On the contrary, the marginal likelihood p(D) is intractable because 
∫

w
p(D|w)p(w)dw is very difficult to calculate. Thus, in this study, varia-

tional inference is used to address this problem and to approximate the 
p(D).

2.2. Variational inference

Variational inference defines a distribution q(w|D) to assimilate with 
the unknown distribution p(w|D). Generally, the q(w) is much easier to 
be collected than p(w|D). To make the q(w|D) much closer to the dis-
tribution p(w|D), the Kullback-Leibler (KL) divergence is used to esti-
mate the similarity between the two distributions [56], p(x) and q(x). KL 

is defined as KL[q(x) ‖ p(x)] = Eq(x)log
(

q(x)
p(x)) =

∫
q(x)log(q(x)/(p(x))dx. 

The true posterior distribution p(w|D) is calculated by minimizing the KL 
divergence and the variational distribution q(w). The approximation 
problem is transformed into an optimization problem as θopt =

argmin
θ

KL[q(w|D) ‖ P(w|D)]. However, it is difficult to directly solve the 

KL except through maximizing the evidence lower bound (ELBO) to 
correspond with an equivalently minimized KL. 

θopt = argmin
θ

Eqθ(w|D)

[
qθ(w|D)
pθ(w|D)

]

= argmin
θ

Eqθ(w|D)[logqθ(w|D)] − Eqθ(w|D)[logpθ(w|D)]

= argmin
θ

Eqθ(w|D)[logqθ(w|D)] − Eqθ(w|D)

[

log
p(w,D)
p(D)

]

= argmin
θ

− Eqθ(w|D)[logp(w,D)] − Eqθ(w|D)[logqθ(w|D)] + logp(D) (2) 

In order to minimize the computational complexity, θopt is addressed 
through sampling from the variational posterior distribution qθ(w). It is 
assumed that K samples are extracted from the qθ(w) following Eq. (3). 
The loss function for backpropagation to optimize the parameters of the 
BDNN consists of the KL and the cross entropy [57]. 

θopt = argmin
θ

− Eqθ(w|D)[logp(w,D)] − Eqθ(w|D)[logqθ(w|D)] + logp(D)

≈ argmin
θ

∑K

k=1

logp(w,D) − logqθ(w|D) + logp(D)

(3) 

2.3. Uncertainty quantification

MC dropout is used to conduct uncertainty predictions and quantify 
the uncertainty of this dynamic prediction results. Assuming the test 
data is represented by x, to sample the model parameters K times, for the 
kth sampling, the prediction of the intelligent diagnostic model is ŷk

=

model
(
x
⃒
⃒ωk), where ŷ

k represents the probability distribution of the 
estimated status. In the case of ŷk equals to kth output of the AI-driven 
model, the average prediction after sampling K times is y. Based on 
the entropy, the model is able to quantify the prediction uncertainty 
[38]. The total uncertainty PU for each x can be quantified by Eq. (4). 

PU = H(y|x) = −
∑C

c=1
p(y= c|x) × log[p(y= c|x)] (4) 

By considering total uncertainties, PU can be decomposed into 
aleatoric (AU) and epistemic uncertainties (EU) that respectively refer to 
the uncertainty inherent to the input samples and model parameters. 
The AU can be approximated by Eq. (5). 

AU ≈ −
1
K
∑K

k=1

∑C

c=1
p
(
yk = c

⃒
⃒x
)
× log

[
p
(
yk = c

⃒
⃒x
)]

(5) 

Fig. 2. Illustration of DBNN topological architecture.
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According to the definition, epistemic uncertainty is the difference 
between total uncertainty and aleatoric uncertainty, which can be 
approximated as: 

EU ≈ −
∑C

c=1
p(y= c|x) × log[p(y= c|x)] +

1
K
∑K

k=1

∑C

c=1
p
(
yk = c

⃒
⃒x
)

× log
[
p
(
yk = c

⃒
⃒x
)]

(6) 

3. Proposed methodologies

3.1. Trustworthy intelligent diagnostic model

In this study, a TID model was developed based on a Bayesian multi- 
scale convolutional neural network and the proposed UQ-based deci-
sion-level fusion module. The framework for trustworthy intelligent 
diagnostics was designed based on the works of Xu et al. [58]. who 
demonstrated that the diagnostic accuracy of AI-driven models can be 
enhanced by incorporating a multi-scale feature extraction layer into the 
framework and employing an appropriate information fusion strategy.

Fig. 3 illustrates the concept of the proposed TID framework. It 
comprises three key components: a multi-scale feature extractor, mul-
tiple parallel Bayesian neural networks (BNNs) for feature extraction, 
and a decision-fusion module. The multi-scale extractor enhances the 
model’s capability by providing richer diagnostic information, 
improving its ability to handle complex patterns. Bayesian neural net-
works facilitate uncertainty-aware diagnosis by quantifying diagnostic 
uncertainty, enabling reliability assessment of the inference process to 
determine its trustworthiness. The decision-fusion module integrates 
information at the decision level, leveraging quantified uncertainty to 
assess the reliability of each sub-network operating at different scales. 
This approach ensures a more robust and reliable diagnostic outcome. 
To further enhance diagnostic trustworthiness, three UQ-based decision- 
fusion strategies are proposed in Section 3.2, specifically designed to 
manage uncertainty and improve the reliability of diagnostic decisions.

The TID model directly acts on the raw data collected by the sensor 

from the rotating machinery, which contains a multi-scale extractor to 
capture multi-scale features from raw vibration. The multi-scale 
extractor is addressed by average pool, for each data point, the multi- 
scale feature can be calculated by Eq. (7)

output[ĺ ] =
1
τ

∑ĺ +τ− 1

l=ĺ

input[l] (7) 

The input is a raw vibration x(t), where l represents the position over 
the time series x(t), and τ is the kernel size of the average pool, repre-
senting the multi-scale factor. Padding procedure is used to keep the 
length of the output sequence same as the input sequence. In this study, 
the maximum scale factor sets three which is the same as the multiscale 
diagnostic research [59,60]. In that case, there should be a total of three 
BNNs models applied on each scale vibration featuresxτ(t). In the 
down-sampling module, consisting of BNNs, each independent network 
fτ developed based on stack of layers including Bayesian convolutional 
layer BayesianConv1d(⋅), a dropout layer Dropout(⋅), an activation layer 
ReLU(⋅), and Bayesian batch normalization layer 
BayesianBatchnorm1d(⋅) works on each single xτ(t). 

BayesianConv1d(x) = W ∗ x + b, W ∼ N
(
μW, σ2

W

)
, b ∼ N

(
μb, σ2

b

)

(8) 

Dropout(x) =

⎧
⎨

⎩

0
BayesianConv1d(x)

1 − p

, p ∼ Bernoulli(θ) (9) 

BayesianBatchnorm1d(x) =
BayesianConv1d(x) − E(BayesianConv1d(x))

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
Var(BayesianConv1d(x)) + ε

√

(10) 

ReLU(x) = max(0, x) (11) 

The hidden features will be decoded by a fully connected layer with a 
softmax function to produce the diagnosis result ŷ. Algorithm 1 presents 

Fig. 3. Illustration of the trustworthy intelligent diagnostic (TID).
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the training process of the TID model.

3.2. Decision-level fusion module based on uncertainty quantification

The method of information fusion significantly impacts the decision- 
making process of intelligent models. For multi-scale AI models, while it 
has been verified that integrating multi-scale information can improve 
fault diagnosis performance, existing fusion approaches do not account 
for the reliability of decision information and its effect on the final 
diagnosis outcome. Therefore, this section introduces a decision-level 
information fusion module based on UQ. Specifically, three decision 
fusion strategies are proposed: UQ-based hard voting, UQ-based soft 
voting, and a decision fusion module based on Bayesian causal infer-
ence. In training process of BCI, First, we use the training dataset D train 

= {X , Y } and the TID model fj
(
⋅
⃒
⃒ω̂j

)
to generate an estimated ŷi and 

the corresponding epistemic uncertainty EUi for each sample. Theye are 
the observed data to fit the Bayesian network’s structure and parame-
ters, which are subsequently utilized during the inference phase. Algo-
rithm 2 illustrates how the Trustworthy Intelligent Diagnostic (TID) 
model performs decision fusion during fault diagnosis.

3.3. Collaborative diagnostic framework based on uncertainty 
quantification

A collaborative fault diagnosis framework based on TID models is 
proposed in this study, leveraging UQ. In industrial applications, there is 
often a large amount of out-of-distribution (OOD) data that must be 
accurately detected, yet each AI-driven diagnostic model has limited 
coverage of potential faults. To address this, our framework calls upon a 
second model whenever the first model identifies an input as OOD, 
enabling more OOD data to be recognized. This complementary coop-
erative diagnosis not only substantially reduces the misidentification of 
OOD samples but also eliminates the need for retraining both models, 
thereby greatly saving computational resources. The process diagram of 
the collaborative fault diagnostic framework is presented as follows.

Fig. 4 illustrates a hierarchical fault diagnosis framework that le-
verages trustworthy Intelligent Diagnostic Models with diverse knowl-
edge sources. This framework integrates uncertainty quantification and 
decomposition to identify OOD data, progressively enhancing diagnostic 
coverage through automated and intelligent diagnosis. The process 
follows these steps: 1) Sensor data collection for the Task-Informed 
Diagnosis (TID) model. 2) Initial diagnosis is performed by TID1, ana-
lysing fault patterns in the input data.3) Uncertainty quantification and 
decomposition are applied to classify uncertainty into epistemic uncer-
tainty and aleatoric uncertainty. 4) OOD identification is conducted by 
comparing the epistemic uncertainty against a predefined threshold of 
1.5 times the interquartile range (IQR), derived from historical fault 
records. 5) If the epistemic uncertainty exceeds the threshold, the data is 
labelled as OOD; otherwise, it is considered valid diagnostic data. 6) The 
OOD data is transferred to the next TID model (TID2) for further anal-
ysis, enabling multiple models to collaborate and improve diagnostic 
accuracy. 7) The TID2 model analyses the received OOD data and at-
tempts to classify its fault pattern. 8) Re-evaluation of uncertainty: The 
TID2 diagnosis result undergoes another 1.5 × IQR OOD evaluation. 9) 
Non-OOD data is directly output as a diagnosis result. Remaining OOD 
data is passed to the next available TID model for further processing 
until no extra TID model can use. For complex fault diagnosis tasks, this 
iterative approach eliminates the need to train a large monolithic model, 
while reducing manual effort in verifying OOD samples. Through 
collaborative multi-model inference, the system enhances diagnostic 
completeness and efficiency.

4. Experiment and discussion

4.1. Descriptions of datasets and experimental setup

Gearbox fault dataset is used to examine and analyze the capability 
of the proposed model for uncertainty quantification in this study. The 
gearbox examination focused on investigating two different working 

Algorithm 1 
TID model optimization.

Model Optimization

Input: Training Data D train = {X , Y } Models fj(⋅) with initialized parameters ωj, learning rate η.
Output: fj

(
⋅
⃒
⃒ω̂j

)
, j is number of single sub-network in TID model, corresponding to multi-scale factor τ

Training TID branch network:
for epoch in maximum epochs:

Samples [x, y)] in (X ,Y )

Parallel Down sampling by Encoders: fj
(
⋅
⃒
⃒ωj

)

Fault prediction by each parallel network: ŷj

loss calculation: by CrossEntropy
(

ŷj, y
)
+ KL 

(
ωj, D

)
by Equation (3)

(By performing k iterations of Monte Carlo sampling, the loss and performance are averaged over the k iterations)
Parameters ωj are optimized by optimizer with learning rate η
Saving the best performance models (By performing k iterations of Monte Carlo sampling, the loss and performance are averaged over the k iterations)
end

Output: fj
(
⋅
⃒
⃒ω̂j

)

End

Algorithm 2 
Decision-level fusion module based on UQ.

Uncertainty Quantification and UQ-based decision fusion module: 
Input: Testing Data D test = X test , TID model: TID(⋅|ω̂i ), sampling time K, Output: 
Diagnostic result Ŷ , Bayesian network

 for x in X test 

Sampling K times from the branch network of TID model: TID(⋅|ω̂i )

where kth prediction is ŷk
i = TID

(
x
⃒
⃒ω̂k

i
)

Record ŷi =
{

ŷ
k
i
⃒
⃒k ∈ N, 1 ≤ k ≤ K

}

Obtain epistemic uncertainty EU = {EUi|i ∈ N, 1 ≤ k ≤ n} by Equation (4) to 
Equation (6)
Trustworthy decision-level fusion: 
if ‘hard-vote’: 
Trustworthy index: idx = argmin(EU)

Trustworthy diagnosis for x: ŷ =
{

ŷi
⃒
⃒i ∈ N, 1 ≤ k ≤ n

}
[idx]

elseif ‘soft-vote’: 
Trustworthy weights: w = softmax

(
w− 1/sum

(
w− 1

)

Trustworthy diagnosis x : ŷ =
1
N
∑

wi⋅ŷi 

else: (Bayesian causal inference): 
Trustworthy diagnosis for x: ŷ = P

(
y
⃒
⃒ŷ1 ŷ2, ..ŷn ,EU1 ,EU2, ...EUn

)

end 
end 
Diagnosis results for X test : Ŷ = {ŷ}

End
 Output: Fault diagnostic: Ŷ
End
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conditions in which the loads on the system are set at 20 Hz-0 V or 30 
Hz-2 V. This method allows for an accurate representation of the gear-
box’s health status. Details of bearing and gear types and their respective 
diagnosed faults are presented in Table 1 [61].

Based on the above categories of the working conditions, several 
experiments are constructed to examine the diagnosis and uncertainty 
quantification. Details of these experiments are presented in Table 2.

Wind turbine condition monitoring benchmarking dataset, provided 
by National Renewable Energy Laboratory (NREL), is used to examine 
the proposed TID model. The test turbine drive train configuration and 
the vibration sensor locations are shown in Fig. 5 [62].

Table 3 presents a list of the actual damage on the gearbox that have 
been detected through vibration analysis. The desired sensors for the 
intermediate speed (IS) and high speed (HS) are designated as AN 5 to 
AN 9. The relationships between these sensors and the components are 
determined based on the location and proximity to the rotating com-
ponents, as listed in Table 3 [63].

Using this dataset, a test environment based on a real-life wind tur-
bine gearbox damage cases was constructed to examine the reliability 
and validity of the proposed method. Details of the examination are 
presented in Table 4.

In the table, H indicates that the data is collected from a healthy 
condition while D represents data from a damaged condition. Numbers 1 
to 5 indicate the five categories. In each experimental scenario, the 
training data is collected on day 1 and day 2. The testing data is collected 
from days 3 to 10. Each sample has 2048 data points, without any 
overlap between the samples.

Fig. 6 presents kernel density estimation plots of sensor data 

distributions collected across different days from five sensors (AN5 to 
AN9). Each curve represents data collected on a specific day (D1 to 
D10), where H indicates data from a healthy condition and D represents 
data from a damaged condition. Notably, for sensors AN5, AN6, AN7, 
and AN8, the distributions exhibit variations over time, reflecting the 
inherent instability in the equipment’s operating conditions. In this 
study, the training data is derived from the first two days (D1 and D2), 
while the test data spans days 3 to 10. This experimental setup ensures a 
rigorous evaluation of the model’s performance in both ID and OOD 
scenarios. The ID testing accounts for variations in normal operating 
conditions, whereas OOD testing assesses the model’s ability to gener-
alize when encountering data from different time periods, capturing the 
evolving nature of the system. By incorporating data from different days 
and considering real-world operational fluctuations, this approach 
effectively evaluates the robustness and generalization capability of the 
diagnostic model. It ensures that the model is not merely overfitting to a 
specific dataset but can adapt to varying conditions, making it more 
reliable for real-world applications.

To further verify the reliability and generalizability of the proposed 
method for fault diagnosis applications, it is also applied to an aero- 
engine-based test platform for intelligent diagnosis validation. The 
structure of the motor system is illustrated in Fig. 7.

Fig. 7 shows the experimental test rig designed based on a real dual- 
rotor aero-engine. The system includes a motor drive system, a lubricant 

Fig. 4. Collaborative diagnostic framework based on TID and UQ.

Table 1 
Gearbox fault types description.

Type Description Type Description

GH Gear healthy BH Bearing Healthy
GC Gear feet crack GM Missing gear feet
GR Gear root feet crack GS Gear surface wear
BB Ball crack BO Outer race crack
BI Inner race crack BC Inner race and outer race crack

Table 2 
Description of experiments.

Experiment Training Testing (In Domain) Testing (Out of 
Domain)

No.1 20 Hz-0V:GH, 
GC, GR, GM, GS

20 Hz-0V:GH, GC, GR, 
GM, GS (− 10 dB ~ 10 dB)

-

No.2 20 Hz-0V:BH, BB, 
BI, BO, BC

20 Hz-0V:BH, BB, BI, BO, 
BC (− 10 dB ~ 10 dB)

-

No.3 20 Hz-0V:GH, 
GC, GR, GM, GS

- 20 Hz-0V:BH, BB, 
BI, BO, BC

No.4 20 Hz-0V: BH, 
BB, BI, BO, BC

- 20 Hz-0V: GH, 
GC, GR, GM, GS
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system, and a monitoring system. The modified aero-engine retains 
critical components such as the low-pressure and high-pressure rotors 
and the inter-shaft bearing, while components like rotor blades and 
combustion chambers have been removed. Artificial faults, including 
outer and inner ring damage, were introduced into the inter-shaft 
bearing using precision wire-cutting methods. During testing, six sen-
sors were installed, including four accelerometers to capture casing 
acceleration responses. A total of 28 sets of operating conditions, with 
varying LP/HP speeds, were applied.

The vibration signals collected from this aero-engine-based test rig 
do not exhibit clear fault characteristic frequencies in either the 

spectrum or envelope spectrum, unlike signals in commonly used 
experimental datasets. This suggests that the dataset more accurately 
reflects complex, real-world industrial scenarios, where fault features 
are often weak, nonlinear, or obscured by noise. Therefore, using this 
dataset to validate the proposed TID method is highly meaningful and 
persuasive, as it demonstrates the method’s effectiveness in more chal-
lenging and realistic conditions.

To comprehensively evaluate the robustness and generalization 
ability of the proposed method under varying operational conditions, 
five experimental scenarios are designed based on different combina-
tions of training and testing rotational speeds (rpm). Table 5 summarizes 
the speed configurations for each scenario. In Scenario 1, the method is 
evaluated across the full-speed range with added noise during testing, 
simulating real-world disturbances. Scenarios 2 to 5 are designed to test 
cross-speed generalization, where the testing speeds are partially or 
entirely unseen during training. These scenarios assess the diagnostic 
performance and reliability of the TID method under domain shift 
conditions.

The damage diagnosis cases in this study are conducted using a 64- 
bit Windows server with 64GB RAM, 12th Gen Intel CPU (i9–12,900 
K) and NVIDIA RTX A5500 GPU, and by using a Pytorch library [64–66]. 
The baseline models developed based on Bayesian NN, are of the same 
architecture as those used for ConvNet [52], ResNet[67], MSDNN[19] 
and MSCNN[18] for comparison with the proposed Bayesian MS-ACNN 
to prove its reliability and effectiveness. The parameters of each unit 
baseline model are kept the same as those in Ref [52]. These parameters 
are of kernel sizes {32 × 1, 16 × 1, 8 × 1, 3 × 1, 2 × 1}, respectively with 
corresponding kernel numbers {16, 16, 32, 32, 64}. A max-pooling 
procedure would be applied after batch normalization with the pool-
ing size of 2 × 1. After the hyper parameter examination, an optimizer 
with a Root Mean Squared Propagation (RMSProp) and a learning rate of 
0.001, decay weights of 5 × 10− 5 and the mini batch is 128 is used. The 
prior distribution of the parameters in each kernel is yielded by N ∼

(
0,

0.052).

Fig. 5. The NREL test wind turbine and real damage pictures.

Table 3 
Actual Gearbox Damage Deemed Detectable through Vibration Analysis.

Sensor Name of 
Sensor

Bearing Damage

AN5 IS gear LSS upwind and 
downwind bearing

LSS bearings defect and ISS 
gear defect

AN6 IS pinion and 
HS gear

ISS ISS bearings defect, IS pinion 
defect, HS gear defect

AN7 HS pinion HSS HSS bearings defect, HS 
pinion defect

AN8 HS pinion HSS upwind bearing HS pinion defect, HSS upwind 
bearing defect

AN9 HS pinion HSS downwind 
bearing

HS pinion defect, HSS 
downwind bearing defect

Table 4 
Description of NREL experiments for fault diagnosis.

Experiment Training (Day 1 and 2) Testing (Day 3–10)

No.1 H1, H2, H3, H4, H5, D1, D2, D3, 
D4, D5

H1, H2, H3, H4, H5, D1, D2, D3, 
D4, D5

No.2 H1, H2, H3, H4, H5 D1, D2, D3, D4, D5 (as OOD)
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4.2. Results analysis

The diagnostic performance of the proposed method through a series 
of experiments we are analyzed and discussed in this section. Specif-
ically, three representative case studies are conducted, including (i) 
gearbox failure experiments, (ii) real-world fault diagnosis of wind 
turbine drivetrains, and (iii) fault detection in aero-engine systems. The 
analysis focuses on uncertainty quantification (UQ), comparative diag-
nostic performance, reliability, and collaborative diagnosis enabled by 
UQ. The detailed results and insights are organized into the following 
subsections.

Fig. 6. Data distribution changes vary time.

Fig. 7. Permanent magnet synchronous motors test bench.

Table 5 
Description of aero-engine experiments for fault diagnosis.

Scenario Training Testing

No.1 1000–5000 rpm 1000–5000 rpm + noise (0 
dB)

No.2 3000,3200,3400,3600,3800,4000 
rpm

3100, 3300, 3500, 3700 rpm

No.3 2000, 3000, 4000, 5000 rpm 2500, 3500, 4500 rpm
No.4 3000,3100,3200,3300,3400 rpm 3500,3600,3700 rpm
No.5 3700,3600,3500,3400,3300 rpm 3200,3100,3000 rpm
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4.2.1. Uncertainty quantification on diagnosis
In real-world industrial applications, AI-driven fault diagnosis 

methods must account for uncertainty when identifying both known and 
unknown data. Since rotating machinery often operates under variable 
conditions, unknown faults and significant operational differences can 
undermine the reliability of AI-driven predictions. These reliability 
limitations should be reflected in the model’s uncertainty estimation. 
Therefore, Fig. 8 first evaluates the proposed method’s ability to quan-
tify prediction uncertainty for both known and unknown datasets.

In Fig. 8(a), “Direct Fusion” serves as the baseline model in this 
study, indicating that the diagnostic results of each network are fused 

directly. “Network-I,” “Network-II,” and “Network-III” each represent a 
single network at different scales. In terms of epistemic uncertainty, 
each single network displays its own unique PDF characteristics; how-
ever, they share the same overall trend of assigning low uncertainty to 
most known cases.

By contrast, the PDF peak of the Direct Fusion method shifts slightly 
to the right and is somewhat lower, yet its tail is shorter. Meanwhile, in 
the domain of relatively higher uncertainty, the CPD of the Direct Fusion 
method rises more rapidly than that of the single networks, although 
Network-I exhibits the fastest rise in the lower-uncertainty region. This 
suggests that the Direct Fusion method is more effective in dealing with 

Fig. 8. Uncertainty quantification of different AI-driven diagnostics.
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hard-to-diagnose cases compared to using a single network.
The reason lies in the fact that Direct Fusion combines information 

from different scales, providing complementary knowledge for diagnosis 
and resulting in greater reliability when handling challenging samples. 
In terms of aleatory uncertainty, all models exhibit a peak in the very 
low aleatory uncertainty region, indicating that most in-domain samples 
are considered to have minimal noise effects. However, differences 
emerge in the tail region (representing medium to high uncertainty): 
some single networks show a longer tail, suggesting that they struggle to 
handle samples with significant noise or random factors consistently. In 
contrast, the Direct Fusion method, by "seeing more" through multiple 
branches, may incorporate the differences or noise from other branches, 

resulting in an increased uncertainty for certain samples. Observing 
from CPD, if the Direct Fusion method also exhibits a relatively wide tail, 
it indicates that its assessment of aleatory uncertainty is higher for some 
samples, as it captures more "noise signals" from the different branches. 
Conversely, if one of the single networks shows an especially high tail, it 
implies that the model is completely overwhelmed by certain noisy 
samples, causing its aleatory uncertainty to spike. These are because of 
in fault diagnosis, sensor noise, operating condition fluctuations, and 
other factors introduce randomness into the signals. When more features 
are fused, the model may be better equipped to detect these differences 
or anomalies, which can lead to an increase in the aleatory uncertainty. 
On contract, A single network might overlook some noise features or 

Fig. 9. The Uncertainty quantification of different decision fusion methods.
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may not capture noise sufficiently across certain frequency bands or 
scales. As a result, it could either be overly confident or, when faced with 
pronounced noise, its uncertainty might spike dramatically. The total 
uncertainty indicates that total uncertainty is relatively reduced when 
multiple sub-models agree on the same sample. However, the fusion 
model will also be alerted and increase uncertainty when multiple sub- 
models have large differences on some difficult samples. For in-domain 
failures, since the sample pattern is relatively clear, Direct Fusion has 
multiple perspectives that can mostly complement each other and 
reduce extreme uncertainty. This is why its tail (high uncertainty part) is 
relatively smaller and CPD rises faster in the middle and late stages.

In Fig. 8(b), Single networks tend to exhibit a dichotomy when facing 
unseen distributions. In contrast, by integrating multi-scale information, 
Direct Fusion adopts a more cautious stance toward OOD samples, often 
displaying a broader or more concentrated distribution in the medium- 
to-high uncertainty region. This can more effectively reveal the model’s 
doubts about unfamiliar patterns. When dealing with OOD data, an 
appropriate increase in uncertainty helps identify potential anomalies or 
unknown fault types, allowing for subsequent manual checks or online 
updates. Direct Fusion generally holds an advantage in OOD scenarios: 
they can avoid excessive confidence in single networks while also 
reducing extreme uncertainty, thereby demonstrating more robust 
diagnostic performance. Overall, in OOD situations, both individual 
networks and Direct Fusion show higher uncertainty levels. While fusion 
approaches may be more sensitive to noise, they are also more capable of 
recognizing unfamiliar samples and preventing overconfidence, which is 
beneficial for the safety and robustness of fault diagnosis.

Direct Fusion is used as the baseline for comparison with the pro-
posed UQ-based decision-fusion methods, including both hard-vote and 
soft-vote approaches. The uncertainty quantification and decomposition 
results are shown in Fig. 8.

As shown in Fig. 9(a), for three kinds of uncertainty, the probability 
density function (PDF) of the UQ-based decision-level fusion methods 
exhibits a pronounced peak near zero uncertainty, indicating that these 
approaches demonstrate high confidence when processing many known 
samples. In contrast, the PDF for the direct fusion method shows rela-
tively elevated uncertainty, as reflected by a more gradual increase in its 
cumulative distribution function (CDF), suggesting a higher prevalence 
of samples with substantial uncertainty. This discrepancy can be 
attributed to the fact that the UQ-based decision-level fusion methods 
maintain low uncertainty when most sub-networks are in agreement, 
and they only increase uncertainty when there is significant divergence 
among the sub-networks. Conversely, the direct fusion method does not 
explicitly quantify the level of disagreement among sub-networks, 
which can result in unresolved conflicts and consequently lead to a 
higher proportion of probability mass in the medium to high uncertainty 
range.

Analysis between hard-vote and soft-vote approaches, with regards 
to epistemic uncertainty, the PDFs of both soft-vote and hard-vote 
methods appear similar, although the CDF of the soft-vote method 
suggests a slightly higher level of confidence. In contrast, for aleatory 
uncertainty, the hard-vote method outperforms soft-vote. This is 
because, when the sub-networks largely agree on their inferences, the 
hard-vote method maintains an extremely low uncertainty level. On the 
other hand, the soft-vote method, by smoothly integrating the confi-
dence scores from each sub-model, produces a more nuanced distribu-
tion across various sample types. Therefore, for ID scenarios, the hard- 
vote method is more reliable than the soft-vote approach.

As shown in Fig. 9(b), with regards to epistemic uncertainty direct 
fusion has a noticeable concentration in a lower to mid-range uncer-
tainty region but also shows a moderate tail extending toward higher 
uncertainty values. On the contrary, UQ-based decision-level fusion 
approaches appear more spread out in the medium and high uncertainty 
zones, reflecting a heightened sensitivity to OOD inputs. Their peaks 
may be slightly lower but broader, indicating they detect more samples 
as unknown or less certain. So that epistemic uncertainty stems from the 

model’s knowledge gaps. UQ-based decision-level fusion approaches 
explicitly account for sub-network disagreement, often pushing OOD 
samples toward higher uncertainty, while direct fusion merges feature 
without highlighting which samples sub-networks fundamentally 
disagree on. Besides, with regards to aleatory uncertainty direct fusion 
shows a distribution centered in a moderate uncertainty zone, with a tail 
into the higher range. On the contrary, UQ-based decision-level fusion 
approaches are more responsive to random noise or inherent variability 
in the OOD data. When sub-networks diverge significantly on noisy in-
puts, the UQ-based decision-level fusion approaches will elevate alea-
tory uncertainty more sharply. In summary, UQ-based decision-level 
approaches tend to push uncertainty higher for OOD problems, as they 
detect and amplify sub-network disagreements, which are more con-
servative, labeling more OOD samples as uncertain, which can be safer 
for fault diagnosis.

4.2.2. Diagnostic results comparisons of methods
The efficiency and accuracy of an AI-driven model for fault diagnosis 

are significantly impacted by noise from in data from the system vi-
bration in most practical applications. Therefore, in this section, the 
diagnostic capability of the proposed AI-driven diagnostic framework is 
compared with the state-of-the-art methods and baseline model to prove 
its reliability and efficiency in dealing with noisy environment. Fig. 9
respectively present the diagnostic performance (evaluated by accuracy 
and F1 score) under noise levels ranging from − 10 dB to 10 dB. In this 
setup, TID-Hard-Vote employs a UQ-based hard-vote method in the 
decision-level fusion, TID-Soft-Vote utilizes a UQ-based soft-vote 
approach in the decision-level fusion, and the decision-fusion module of 
TID-BCI is designed based on Bayesian causal inference and uncertainty 
quantification.

Fig. 10 illustrates the diagnostic accuracy of different models under 
varying Signal-to-Noise Ratio (SNR) conditions. The comparison in-
cludes four SOTA (State-of-the-Art) methods: ConvNet, MSCNN, 
MSDNN, ResNet, as well as the proposed UQ-based decision fusion 
methods (TID-Hard-Vote, TID-Soft-Vote, TID-BCI). Under the low SNR 
examination, ConvNet, MSCNN, MSDNN and ResNet exhibit relatively 
low accuracy under low-SNR conditions, with ConvNet achieving only 
about 45 % accuracy at SNR = − 10 dB. But TID-Hard-Vote, TID-Soft- 
Vote, and TID-BCI maintain relatively high accuracy (>60 %) even at 
SNR = − 10 dB, with Soft-Vote and BCI performing the best. Examination 
at medium SNR, all methods show a rapid increase in accuracy, but 
traditional SOTA models like MSCNN and MSDNN still lag behind 
ResNet and UQ-based fusion methods. TID-Soft-Vote and TID-BCI 
consistently achieve the highest accuracy across all SNR values, 
demonstrating superior robustness to noise compared to SOTA methods. 
In summary, Traditional SOTA methods suffer from significant perfor-
mance degradation at low SNR, whereas the UQ-based decision fusion 
methods (TID-Soft-Vote and TID-BCI) exhibit superior noise robustness. 
TID-Soft-Vote consistently delivers the most stable performance, main-
taining higher accuracy than all other methods across the entire SNR 
range, particularly excelling at SNR < 0 dB. TID-BCI also performs well 
but is slightly outperformed by Soft-Vote in certain SNR conditions. 
Therefore, TID-Soft-Vote emerges as the optimal method, demonstrating 
the strongest noise resilience and robustness, particularly in low-SNR 
environments.

4.2.3. Reliability analysis of UQ-based diagnostics
The reliability of the proposed UQ-based decision-level fusion algo-

rithms are proven by using the confusion matrix.
Fig. 11 illustrates the mechanism of the proposed decision-level 

fusion algorithm, applied to bearing fault diagnosis (top) and gearbox 
fault diagnosis (bottom). We compare three individual networks 
(Network-I~III), Direct Fusion, and three UQ-based decision fusion 
methods (Hard Vote, Soft Vote, BCI Vote). In case of bearing fault 
diagnosis, the F1 scores range from 97.79 % to 98.59 %, indicating that 
the multi-scale network can effectively extract features. However, some 

Z. Xu et al.                                                                                                                                                                                                                                       Journal of Industrial Information Integration 46 (2025) 100854 

12 



Fig. 10. Comparison of the models examined under experiment 1 and 2.

Fig. 11. The mechanism of the proposed decision-level fusion algorithm.
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misclassifications remain, especially in the BI and BC categories. In 
terms of gear failures, the F1 scores range from 97.46 % to 97.92 %, 
showing good performance but with some misclassification in the GR 
and GM categories. The Direct Fusion method achieves an F1 score 
lower than all individual networks (94.39 % and 96.53 %), indicating 
that naive fusion can introduce noise and increase misclassification. For 
instance, classification accuracy drops in BO and GC. Compared to 
Direct Fusion, F1 scores improved to 99.66 % and 99.01 %, indicating 
that hard voting provides more stable predictions. However, certain 
categories (GR and GM) still exhibit higher uncertainty. Among all 
methods, Soft Vote achieved the highest F1 scores (99.75 % and 99.20 
%) and maintained the lowest misclassification rate across multiple 
categories. Notably, BI (Inner Race Crack) and BC (Inner and Outer Race 
Crack) classifications improved significantly, demonstrating the 
robustness of Soft Vote in handling uncertainty. While using BCI Vote, 
this method also performed well, with F1 scores close to Soft Vote (99.79 
% and 99.06 %), but it still exhibited higher uncertainty in certain 
categories such as GM and GS. Overall, Direct Fusion performed worse 
than individual networks, whereas UQ-based decision fusion methods 
(especially Soft Vote and BCI Vote) significantly improved model sta-
bility and accuracy. Soft Vote achieved the lowest misclassification rates 
across multiple categories while avoiding the high uncertainty issue 
observed in BCI Vote. Therefore, Soft Vote emerges as the optimal fusion 
strategy, maintaining high accuracy while reducing misclassification 
risks in specific fault categories.

In this study, we introduce the Trustworthy Threshold, which rep-
resents the uncertainty value at the 99 % CDF of epistemic uncertainty. 
This metric serves as a key indicator for identifying unreliable pre-
dictions. When the inference uncertainty exceeds this threshold, we 
recommend performing a double-check to enhance diagnostic reli-
ability. As shown in Table 6, the single networks (Network-I~III) and 
the Direct Fusion method exhibit significantly higher Trustworthy 
Threshold values, indicating a higher degree of epistemic uncertainty in 
certain fault categories. For instance, Network-I shows a threshold as 
high as 0.409 for GH and 0.415 for GM, suggesting that these methods 
produce more uncertain predictions in these categories. In contrast, the 
UQ-based decision fusion methods (TID-Hard-Vote, TID-Soft-Vote, TID- 
BCI) significantly reduce the Trustworthy Threshold, particularly Soft- 
Vote and BCI, which show notable reductions in epistemic uncertainty 
across most fault categories. More specifically, TID-BCI achieves the 
lowest Trustworthy Threshold in several categories (e.g., GC=0.000, 
GH=0.029, BH=0.009), indicating highly stable decision-making with 
minimal inference uncertainty in these cases. However, TID-BCI still 
exhibits high uncertainty in GM=0.629 and GS=0.421, suggesting that 
additional verification may be required for these categories. Compara-
tively, TID-Soft-Vote achieves significantly lower uncertainty in 
GM=0.102 and GS=0.126 than BCI, demonstrating greater decision 
stability. Overall, the Direct Fusion method shows relatively high 
Trustworthy Threshold values, indicating less stable inference, whereas 
UQ-based methods (TID-Hard-Vote, TID-Soft-Vote, TID-BCI) effectively 
reduce uncertainty. Among them, TID-Soft-Vote maintains low uncer-
tainty while avoiding the high uncertainty observed in certain categories 
with BCI, making it the most stable and reliable fusion strategy. Thus, in 
the following sections on UQ-based collaborative diagnosis analysis, we 
will compare the performances of Hard-Vote and Soft-Vote exclusively 

with the baseline Direct Fusion.

4.2.4. UQ-based collaborative diagnosis analysis
The OOD diagnosis can be identified by uncertainty quantification. 

The inferences of AI-driven model to diagnose that is out of the trust-
worthy threshold is identified as unknown condition. Fig. 12.

Fig. 12 indicates that the overall F1 score is only 57.12 % from 
baseline direct fusion method while an intelligent model without UQ- 
based reidentification. However, when incorporating UQ, the F1 score 
improves to 84.20 %, suggesting that identifying OOD samples improves 
overall classification performance. Both UQ-based Hard Vote and Soft 
Vote significantly outperform Direct Fusion, achieving F1 scores of 
93.02 % and 92.78 %, respectively. Hard Vote is more decisive in 
rejecting OOD samples, as indicated by the clearer separation of OOD 
from in-distribution classes. This suggests that the Hard Vote is more 
conservative in uncertain cases, making strong classification decisions. 
The incorporation of UQ-based decision fusion significantly enhances 
classification accuracy, particularly for OOD cases. Compared to the 
baseline Direct Fusion, both methods show remarkable improvements, 
highlighting the necessity of UQ for reliable diagnostics in complex 
scenarios.

The diagnosis with high epistemic uncertainty has been identified as 
OOD results, that needs another diagnostic with extra knowledge to help 
into re-diagnose them. This, in the next step, the TID that is able to di-
agnose gear health conditions is called to deal with the OOD samples. 
Following the collaborative diagnostic framework, the diagnosis result is 
shown in Fig. 13.

As shown in the above analysis, the OOD identification accuracy 
exceeds 90 %, meaning that there are only 1000 OOD samples. Manually 
screening these 1000 OOD samples would still be time-consuming and 
labor-intensive. Therefore, collaborative fault diagnosis is further per-
formed on the OOD data. Fig. 13 presents the results of a collaborative 
diagnosis approach, where OOD (out-of-distribution) samples identified 
in the first stage are re-diagnosed using a second model with additional 
knowledge reserves. This allows the transition from a bearing-focused 
fault diagnosis to a combined bearing and gear fault diagnosis system 
without training extra models. Direct Fusion leaves 308 OOD samples, 
while UQ-based Hard Vote reduces it to 103, and Soft Vote further 
lowers it to 114. This suggests that the collaborative method effectively 
assigns previously unclassified OOD samples to meaningful fault cate-
gories, reducing human verification effort. UQ-based Hard and Soft 
Voting successfully reclassify OOD samples, leading to a more compre-
hensive diagnosis system, although Direct Fusion achieves a higher F1 
score, it fails to address the OOD problem effectively. Overall, Soft Vote 
provides a balance between making confident classifications and leaving 
some OOD samples for further inspection.

4.2.5. Fault diagnosis of real wind turbine gearbox
A real-world wind turbine gearbox failure dataset is used to validate 

the effectiveness and reliability of the proposed collaborative diagnostic 
framework. Fig. 13 presents the overall performance under both ID and 
OOD scenarios. In each evaluation, varying conditions, including noise 
levels and rotational speeds, are considered throughout different times 
of the day, further demonstrating the robustness of the AI-driven models 
in real-world applications.

Table 6 
The average diagnostics performance across from Scenario II-A to I-D.

Model/Trustworthy Threshold GH GC GR GM GS BH BB BI BO BC

Network-I 0.409 0.174 0.320 0.415 0.411 0.229 0.347 0.464 0.275 0.402
Network-II 0.227 0.358 0.428 0.469 0.405 0.198 0.322 0.542 0.118 0.404
Network-III 0.402 0.217 0.480 0.326 0.460 0.211 0.222 0.466 0.450 0.371
Direct Fusion 0.402 0.226 0.404 0.335 0.436 0.355 0.329 0.575 0.353 0.488
TID-Hard-Vote 0.188 0.081 0.316 0.250 0.238 0.061 0.098 0.279 0.040 0.266
TID-Soft-Vote 0.109 0.061 0.117 0.102 0.126 0.059 0.094 0.145 0.047 0.148
TID-BCI 0.029 0.000 0.144 0.629 0.421 0.009 0.004 0.363 0.000 0.094
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Fig. 12. Multiple models cooperative diagnosis approach.
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From Fig. 14, it can be observed that the two decision fusion ap-
proaches of the TIC method (Soft and Hard) demonstrate more stable 
performance across all metrics (Accuracy, Recall, Precision) compared 
to traditional methods such as ConvNet, ResNet, MSDNN, and MSCNN. 

This stability is particularly prominent in the ID task. In the ID task, as 
time progresses (from Day 3to Day 10), the performance of all models 
experiences a slight decline, which aligns with expectations, as the un-
certainty in data distribution increases over time. However, the decline 

Fig. 13. . Collaborative diagnosis results.
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Fig. 14. Diagnostic performance under ID and OOD scenario.
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trend of the TIC method is more gradual, indicating its strong general-
ization ability. In contrast, the performance of the TIC method in the 
OOD task remains limited, especially due to the chaotic nature of the 
temporal evolution of data distribution. This suggests that although 
uncertainty quantification (UQ) techniques help enhance the trustwor-
thiness of the model in unseen distributions, they still cannot fully 
resolve challenges posed by data shift and distributional uncertainty. 
The Soft voting mechanism performs relatively better in the OOD task 
but still falls short of the performance achieved in the ID task. This in-
dicates the need for further optimization of the decision-making mech-
anism in OOD scenarios. In summary, the TIC method demonstrates high 
reliability in the ID task, and the soft voting mechanism contributes to 
improved diagnostic performance. However, in the OOD task, the weak 
temporal dependency in data distribution leads to greater uncertainty 
and increased performance fluctuations. While the TIC method offers 
advantages in the OOD task, it is still insufficient to completely over-
come the challenges posed by data distribution shift.

4.2.6. Fault diagnosis for drivetrains of aeroengine
To evaluate the robustness and generalization capability of the 

proposed method, five experimental scenarios (No. 1 to No 5) were 
constructed using the aero-engine dataset, each involving different 
configurations of training and testing speeds (as shown in Table 5). The 
violin plot in Fig. 15 illustrates the distribution of diagnostic accuracy 
for various models under these scenarios.

In Scenario No 1, where both training and testing data cover the full- 
speed range (1000–5000 rpm) with added noise (0 dB), the proposed 
TID-Soft Vote method maintains high accuracy and low variance, 
demonstrating excellent robustness to noise-induced aleatoric uncer-
tainty. In contrast, baseline models such as ConvNet exhibit high vari-
ability. While some outlier cases show high accuracy, the wide spread 
indicates a lack of consistency and reliability. This highlights that per-
formance peaks alone cannot ensure trustworthiness, especially under 
uncertainty.

Scenario No 2 introduces a more challenging generalization test by 
training on discrete speeds (3000–4000 rpm) and testing on unseen in-
termediate speeds (e.g., 3100, 3300, 3500, 3700 rpm). Most baseline 
models suffer significant performance degradation due to the domain 
shift. However, the TID-Soft Vote method consistently delivers higher 

accuracy with narrower uncertainty bands, thanks to its UQ-based de-
cision fusion module. This reinforces the model’s ability to provide 
confident and reliable predictions even under unseen conditions.

Scenarios No 3 to No 5 are designed to evaluate performance under 
partial-speed domain shifts. In Scenario No 3, although the training 
speeds include low, middle, and high rpm (2000, 3000, 4000, 5000), the 
test speeds (2500, 3500, 4500) are interpolated values not seen during 
training. Scenarios No 4 and No 5 are even more stringent, with entirely 
different test speed sets compared to training. The proposed method 
achieves the highest mean accuracy in all five scenarios while also 
showing reduced performance variance, confirming its superior reli-
ability and robustness across diverse and uncertain operating 
conditions.

5. Conclusions

This study developed a TID model, which integrates a multi-scale 
probabilistic neural network with UQ-based decision fusion modules. 
Three UQ-based decision fusion strategies were designed: hard voting, 
soft voting, and Bayesian causal inference. The proposed TID model 
demonstrates higher confidence (lower epistemic uncertainty) in ID 
fault identification while exhibiting a broader and more dispersed un-
certainty distribution in OOD scenarios, signaling the need for addi-
tional verification of OOD diagnostic results. Furthermore, leveraging 
this characteristic, a Collaborative Diagnostic Framework was designed. 
This framework uses UQ to identify OOD diagnostics and then in-
corporates additional TID models with supplementary knowledge to re- 
evaluate these uncertain cases iteratively. The process continues until no 
further TID models are available. This approach significantly reduces 
the cost of training large models and minimizes the human effort 
required to manually inspect a vast number of OOD cases.

The accuracy and reliability of the proposed method were validated 
using two datasets from prototype and real-world wind turbine models. 
The gearbox experimental dataset, including both gear and bearing 
faults, was used to assess the effectiveness of the proposed approach. 
The superiority of the TID model was demonstrated through compari-
sons with state-of-the-art multi-scale framework models under diverse 
operating conditions, particularly in high-noise environments. The re-
sults indicate that the proposed TID model can accurately diagnose 

Fig. 15. illustrates the diagnostic performance of various models under the aero-engine testing scenarios.

Z. Xu et al.                                                                                                                                                                                                                                       Journal of Industrial Information Integration 46 (2025) 100854 

18 



faults with lower uncertainty. The aleatoric and epistemic uncertainties 
of the TID model were analysed to evaluate its performance on known 
and unknown datasets. The findings highlight that UQ-based fusion 
methods exhibit broader and higher uncertainty distributions in OOD 
scenarios, enabling a more cautious approach to data outside the 
training distribution. Compared to Direct Fusion methods, which may 
display moderate uncertainty across more samples but lack a mechanism 
to identify significant sub-network disagreements, the TID model 
effectively mitigates misestimation in challenging and noisy OOD cases.

6. Future works

AI-driven fault diagnosis, RUL prediction, and other PHM tasks hold 
significant potential to enhance the reliability and safety of industrial 
equipment. However, it is essential to ensure the reliability of AI-driven 
methods when performing these tasks. Building upon the foundations 
established in this study, future research could focus on investigating the 
propagation of uncertainty within AI models [68], as well as integrating 
decision-level fusion strategies. These directions aim to further improve 
the reliability of AI-based diagnostics and to ensure safer applications in 
industrial environments.
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