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Perspectives on data analytics for gaining a competitive advantage in football: 
computational approaches to tactics
Sigrid Olthof a* and Jesse Davisb*

aSchool of Sport and Exercise Sciences, Liverpool John Moores University, Liverpool, UK; bDepartment of Computer Science, Leuven.AI, LISS, 
KU Leuven, Leuven, Belgium

ABSTRACT
The role of data-driven analyses is becoming more prominent in football. These have the potential 
to impact decision-making processes for team performance and player recruitment. Research in 
this area makes use of large datasets consisting of event and tracking data from multiple teams, 
leagues and seasons. A well-known computational solution is the Expected Goal model for post- 
match analysis and operational decision-making.

Despite a shared research interest in football tactics, computational research in football is 
somewhat disconnected from the sports science community. We believe that there is much to 
gain from a closer collaboration between these disparate communities. To this end, the present 
commentary has three goals. First, we want to synthesize the historical computational work in 
areas such as evaluating tactics, predicting player and team success, and modeling players’ 
movements. This work has largely been published in technical computational venues, and hence 
we hope to provide an access point for those interested in learning about this area. Second, we will 
highlight some emerging topics, such as automating parts of match analysis and analyzing 
decision-making. These are topics that require an in-depth collaboration with domain experts 
and therefore would benefit from a tighter integration among these communities. Third, we would 
like to discuss some advice and initiatives that we hope will be helpful in strengthening the ties 
between these communities.
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Introduction

Across multiple different sports, data-driven analyses are 
becoming increasingly common in providing solutions 
for athlete performance (Kubatko et al. 2007; Lopez  
2020; Elitzur 2020; Goes et al. 2021; Brefeld et al. 2024; 
Davis et al. 2024). Colloquially, this trend is referred to as 
the ‘Moneyball revolution’ based on the name of the 
popular book by Michael Lewis that describes how data- 
driven decision-making was used for gaining competi-
tive advantage in baseball (Lewis 2004). In practice, this 
is a catch-all phrase to denote how data-driven analyses 
inform team’s performance evaluation, roster construc-
tion, and tactical decisions to enhance performance 
(Lolli et al. 2024).

Football (or soccer) is no exception in this regard. 
Although video analysis has become common practice 
for tactical analysis in football (McRobert et al., 2023), 
teams have been seeking further competitive advantage 
through computational methods (Power et al. 2018; 
Goes et al. 2021; Bauer and Anzer 2021). A well-known 

example is the expected goals (xG) metric (Lucey et al.  
2015; Anzer and Bauer 2021), which has added value to 
operational decision-making in the transfers and recruit-
ment of players (Graham 2024) but has also been refer-
enced in post-match analyses by pundits and managers 
to describe team performance. Beyond xG, computa-
tional research has contributed to understanding foot-
ball tactics in a variety of other ways, such as quantifying 
how players contribute to a team’s performance (Kharrat 
et al. 2020; Pelechrinis and Winston 2021), automating 
analysis of individual player tendencies (Decroos and 
Davis 2019; Decroos et al. 2020), and modeling the 
movement patterns of teams as well as players 
(Spearman et al. 2017; Le et al. 2017). This research has 
produced insights that have been implemented and 
used in practice by clubs, federations and data providers 
(O’Hanlon et al. 2022; Graham 2024), which has been 
facilitated by an integration of data science in backroom 
staff (Windt et al. 2021).

Despite a shared interest in analyzing football tactics 
by computational and sport scientists, knowledge and 
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skills on computational research mainly reside within the 
computational science community (e.g., AI, statistics, 
operations research). Moreover, collaboration with 
sport science is relatively limited, possibly due to differ-
ent approaches to football tactics. Whereas computa-
tional researchers approach football tactics through the 
development of novel algorithmic tools and large data-
sets (Le et al. 2017; Bransen et al. 2019; Fernández and 
Bornn 2020; Dick et al. 2022), sport scientists aim to 
support tactical performance through collaboration 
with practitioners in evidence-based practice and 
(experimental) research designs (Fullagar et al. 2019; 
Goes et al. 2021). Because these communities employ 
different scientific tools and bring different perspectives, 
we believe that a tighter integration between them 
would yield a strong multi-disciplinary research 
approach to advance football analytics.

The purpose of this commentary article is to draw 
attention to how current and future advances in football 
analytics can be used for competitive advantage, with the 
aim of encouraging more collaboration between compu-
tational and sport scientists. More specifically, we aim to 
accomplish this goal in three ways. First, we aim to over-
view some of the historically prominent lines of computa-
tional research that have primarily been performed by 
researchers outside of the sports science community. 
Since these studies have appeared in a diverse set of 
literature including AI (Fernández et al. 2021), data mining 
(Decroos et al. 2019), and operations research (Kharrat 
et al. 2020), it can be difficult to have an overview of 
what exists, particularly for researchers interested in learn-
ing about this area. Second, we aim to highlight some 
emerging trends in computational research. The unifying 
theme is that these problems strongly benefit from, or 
even require, deeper integration of sports expertise (and 
indeed have often involved this (Shaw and Gopaladesikan  
2021; Wang et al. 2024)). Third, we will discuss some 
guidance and activities about how such collaborations 
can be further promoted. Namely, we will provide some 
(anecdotal) advice, particularly with respect to possible 
pitfalls that may arise and how to avoid them. Moreover, 
we will describe what initiative may be necessary to drive 
the collaborations forward.

Computational methods in football

A characteristic of computational research in football is 
the focus on the analysis of large datasets involving 
multiple teams (c.f., Fernández and Bornn 2020; Anzer 
and Bauer 2021) and often multiple leagues (c.f., Decroos 
et al. 2019; Pappalardo et al. 2019; Liu et al. 2020). In 
some cases, they also contain a longitudinal component 
(c.f., Bransen and Van Haaren 2020; Kharrat et al. 2020; 

Robberechts and Davis 2020). Two types of data about 
football matches underlie these studies: event data and 
tracking data.

Event data record on-ball actions (e.g., passes, shots) 
and other relevant events in matches (e.g., cards, sub-
stitutions). Each event is described by a number of char-
acteristics (e.g., location, type, players involved, 
timestamp). These data are typically manually anno-
tated. Moreover, it only tracks on-ball actions, i.e., each 
annotation only records information about one of the 22 
players on the pitch. Interestingly, there is a large 
amount of public event data (around 4,000 games) that 
can be used for non-commercial purposes (Pappalardo 
et al. 2019).1 Historically, event data were difficult to 
obtain and were not shared publicly.

Tracking data is typically derived by applying compu-
ter vision techniques to video (Rahimian and Toka 2022). 
Although tracking data can also be obtained from wear-
able technology, such as Global or Local Positioning 
Systems (GPS or LPS, respectively), this is usually done 
on a smaller scale. Optical tracking data can be obtained 
from dedicated in-stadium installations or broadcast 
footage. These approaches record the geometrical coor-
dination of all players and the ball multiple times 
per second (Shitrit et al. 2011, 2013). However, there is 
little publicly available tracking data.2

Given the increased access and availability of mean-
ingful football data, either publicly or at football clubs and 
federations, data-driven research broadly focuses on var-
ious themes in football research: identifying and evaluat-
ing different tactics, designing performance indicators 
based on predictive models, and modeling player move-
ment. This research appears predominantly in the com-
puter science literature, such as peer-reviewed AI or data 
mining conferences or journals. This may pose a challenge 
for sport scientists who may not come across this litera-
ture. Therefore, we provide an overview of the prominent 
research lines to address the first aim of the article. When 
discussing them, we will focus less on the underlying 
methodological approaches and more on the problems 
that have been tackled. To align with the aims of the 
article, we emphasize solutions provided by Machine 
Learning (ML) techniques, which frame daily football 
questions as prediction problems.

Evaluating tactics

Many football teams have invested in the development 
of analytics departments (Windt et al. 2021; Lolli et al.  
2024). This is facilitated by the accessibility of mainly 
event data by commercial parties and/or league-wide 
deals and investments in tracking technology. Club ana-
lysts use the data to explore effective tactics for the 
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club’s playing philosophy and style (Fernández and 
Bornn 2018). Although football is a complex sport with 
intermittent changeovers in ball possession, most ana-
lysts use a game model that accounts for in-possession, 
out-of-possession, transition phases, and set pieces 
(Hewitt et al. 2016). By investing in data science skills 
and utilising computational techniques, clubs hope to 
gain a competitive advantage from data-driven insights 
(Lolli et al. 2024).

Teams’ playing styles often incorporate agreements 
on where and how to press the opponent when out of 
possession (Andrienko et al. 2019). A quick regain of ball 
possession allows for control over the ball and entering 
the build-up phase. Bauer and Anzer (2021) developed 
a rule-based approach to identify counterpressing situa-
tions using a mix of event and tracking data. They eval-
uated counterpressing by determining the duration of 
regaining ball possession and the success of ball regain 
(i.e., shot on target). Also, Merckx et al. (2021) evaluated 
the effectiveness of pressing using a risk-reward frame-
work. The risk arises from a team leaving its shape to 
press, which opens up space if the press is broken. The 
reward is the chance that the team can regain the ball. 
This can be useful for teams who have not been effective 
in pressing and seek ways to enhance their pressing 
style.

Corner kicks have also been studied in football analy-
tics (Power et al. 2018; Shaw and Gopaladesikan 2021; 
Bauer et al. 2022). Both event data and tracking data 
seem useful to address tactical questions around set 
pieces. To illustrate, Power et al. (2018) used 
a combination of tracking and event data to understand 
the efficacy of in-swinging vs. out-swinging corner kicks 
and zonal vs. man marking schemes among other 
questions.

The aforementioned computational approaches eval-
uate football tactics for the different phases in the game, 
whether in or out of possession or set pieces. Beyond 
this, studies have examined tactical concepts, such as 
optimal timing to substitute players (Hirotsu and Wright  
2002), where to place throw-ins (Epasinghege Dona and 
Swartz 2024), and the benefits of crossing (Wu et al.  
2021).

Measuring player and team success

Evaluating individual and team performance through 
metrics derived from predictive models have become 
more important in daily football analytics. A popular 
example is the use of the xG model to evaluate the 
team’s success in creating goal scoring opportunities. 
xG models can be based on either tracking data (Lucey 
et al. 2015; Anzer and Bauer 2021) or event data 

(Robberechts and Davis 2020). Given the characteristics 
of a shot, such as the shooter’s position, whether it was 
preceded by an assist, and the position of the goal-
keeper at the time of the shot, the model returns an 
estimated probability of the shot being converted into 
a goal. xG has proven to be useful in evaluating team’s 
success on creating goal scoring opportunities and 
tends to be more predictive of future success than look-
ing at goals scored (Anzer and Bauer 2021). It can also 
help to understand the player performance, both for 
goalkeepers (Yam 2019) and field players. One claim is 
that xG is often more stable than goal scoring rates for 
players. To our knowledge, this has also been explored in 
blogs (Elhabr 2023) and not in scientific publications. 
While there is a lack of peer-reviewed evidence demon-
strating that xG is more stable than actual goal scoring 
rates, this does not diminish its value as a useful indica-
tor of a player’s performance. This model has been used 
in clubs’ processes in player recruitment, transfers, and 
team evaluation (Graham 2024).

Predictive modeling has been used to quantify player 
performance beyond just considering goal-scoring 
opportunities. Expected possession value (EPV) models 
adopt a broader perspective by evaluating the contribu-
tion of individual players to ball possession and overall 
team success. While some frameworks just focus on 
actions that progress the ball (i.e., passes or carries) 
(Rudd 2011; Singh 2019), most consider all on-ball 
actions (e.g., shots, tackles, clearances) (Decroos et al.  
2019). These models evaluate actions based on how they 
alter the near-term chance of scoring based on the 
intuition that useful actions increase (decrease) your 
team’s chance of scoring (conceding). Initially, 
approaches such as expected threat (xT) (Rudd 2011; 
Singh 2019) rated actions solely based on how they 
affected a team’s probability of scoring (see Figure 1). 
However, more recent approach also considers the risk 
of losing the ball, and hence also assess whether an 

Figure 1. xT shows the probability that a team will score prior to 
losing possession for each location on a pitch. The image comes 
from https://github.com/ML-KULeuven/socceraction.
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action decreases a team’s probability of conceding 
(Decroos et al. 2019). Conceptually, EPV is derived from 
machine learned models. Specifically, given a game 
situation, these models are trained to predict the prob-
ability of scoring and conceding within a fixed time 
frame such as the next 10 actions or 10 seconds 
(Decroos et al. 2019; Fernández et al. 2021) (sometimes 
other objectives are used, such as reaching a certain 
zone on the pitch (Dick and Brefeld 2019)). A key differ-
entiator among the existing approaches is how they 
represent the game situation. When using event data, 
approaches range from just considering the current 
location of the ball (Singh 2019; Van Roy et al. 2020) to 
considering a richer set of features such as information 
about previous actions (i.e., type and location), the cur-
rent possession sequence (i.e., how quickly the ball is 
moving up the pitch), and contextual features (i.e., time 
remaining, score difference) (Decroos et al. 2019; Liu 
et al. 2020). When using tracking data (Fernández et al.  
2021), the game situation considers spatiotemporal fea-
tures of players, the ball, and the goals (Fernández and 
Bornn 2020). Many data providers offer their own event 
data-based EPV models (Statsbomb 2021; Statsperform).

A side-step from xG and EPV models is characterizing 
various aspects of passing behavior (Szczepański et al.  
2016; Goes et al. 2019). This can entail evaluating aspects 
such as risk-taking (Power et al. 2017) (i.e., does a player 
systematically attempt passes that have a low chance of 
being completed), decision-making (i.e., what may have 
happened if a different pass was attempted) (Rahimian 
et al. 2022), passing creativeness (i.e., by analyzing which 
passes a player tends to select in a game situation; see 

Figure 2) (Robberechts et al. 2023), and the ability of 
players to make themselves available to receive a pass 
(Dick et al. 2022).

Modeling player movement

Tracking data is useful for understanding players’ move-
ments on the pitch and for modeling future movement 
behavior. There are two prominent lines of work in this 
regard: pitch control (Taki et al. 1996) and ghosting.

A pitch control model predicts the likelihood of 
a player reaching a given location before their opponent 
based on players’ movement trajectories. Pitch control 
indicates the probability that a team controls an area on 
the pitch as illustrated in Figure 3. From the perspective 
of the team possessing the ball, the zones they control 
are considered safe options to pass the ball into. This 
probability is computed by considering a player’s cur-
rent movements (e.g., acceleration and/or velocity) over 
past couple of frames. These models can either be based 
on domain knowledge, such as physics (Spearman et al.  
2017; Spearman 2018), or a combination of knowledge 
and learning (Brefeld et al. 2019). The models can also be 
weighted to account for the assumption that certain 
areas of the pitch are more valuable than others 
(Fernández and Bornn 2018). However, current models 
do not take individual characteristics into account (e.g., 
differentiating players based on their maximum speed). 
These approaches have the advantage of being extre-
mely easy to visualize and interpret.

Ghosting is the popular name given to approaches 
that use tracking data to model players’ future move-
ments on the pitch (Lowe 2013). Specifically, historical 
information on player’s location from a previous period 
(i.e., past seconds) is used to train models to predict 
a player’s future trajectory (Le et al. 2017; Yeh et al.  
2019; Rudolph and Brefeld 2022). Ghosting enables 
a comparison between the team’s actual (i.e., observed) 
strategy and the team’s planned strategy as designed by 
the coaching staff for that given situation (Le et al. 2017). 
An illustrative application is evaluating a team’s 
expected defensive strategy in a certain situation, such 
as a counterattack, versus how they actually executed 
the defensive situation on the pitch. Based on the cur-
rent and previous positions of the defenders, ghosting 
would provide insight into where they actually move 
and how they were supposed to move given the defen-
sive strategy. Eventually, this can be evaluated on how 
the defenders’ decision-making would affect the 
chances of conceding a goal. Although exemplar appli-
cations in football are currently scarce, basketball teams 
have integrated ghosting into performance analysis.

Figure 2. A pass selection surface that shows the most likely end 
locations for a pass in the current game situation. The blue team 
currently possesses the ball, which is represented by the white 
circle. The dark green regions represent the most likely locations 
for a pass. These surfaces play a key role in number of metrics, 
including Fernandez et al.’s possession value framework 
(Fernández et al. 2021) and Robberechts et al.’s creativity metric 
(Robberechts et al. 2023).

4 S. OLTHOF AND J. DAVIS



Emerging topics

More recently, computational advances are starting to 
be driven more by football-specific questions or target-
ing solutions aimed at supporting practitioners. For 
example, they may yield better ways to interact or search 
through data, result in time savings, or provide addi-
tional contextual insights into the validity of computa-
tional solutions (e.g., metrics derived from learned 
models). In this section, we highlight several of these 
trends and discuss the implications from a competitive 
perspective.

Automating analysis

Analysts are concerned with watching and annotating 
video footage typically using coding software (McRobert 
et al., 2023). Actions are visually evaluated on an indivi-
dual or team-level during open play and set pieces, 
which is a tedious and time-consuming process and 
can involve errors due to the human nature of the 
observation (O’Donoghue et al. 2019). Computational 
approaches have the potential to automate some of 
the analysis, which may allow for a quicker and more 
accurate (e.g., by reducing perceptual errors) analysis. 
Research in this area requires access to tracking data. 
Initial work focused on identifying team formations 
(Bialkowski et al. 2014), and this has advanced to more 
recent work that explored how teams’ formations vary 
over the course of a match, particularly in relation to the 
phase of play (e.g., build up, attacking) (Bauer et al.  
2023). Moreover, these phases of play were automati-
cally detected by a learned model.

Computational research has also explored automatic 
pattern detection during set pieces, and corner kicks in 
specific. Shaw and Gopaladesikan (2021) used tracking 
data to identify team-specific commonly occurring 
movement patterns. Specifically, they identified trajec-
tories of offensive players represented as the start and 
end positions of players. Additionally, analysts are inter-
ested in understanding the roles that players take on, 
such as whether a player is performing player or zonal 
marking, when analyzing corner kicks. Bauer et al. (2022) 
focused on automatically assigning one of the seven 
different hand-defined roles to defensive players based 
on their observed behavior. These roles correspond to 
defensive types (e.g., player marking, zonal marking, 
backspaced defender) and were developed based on 
expert domain knowledge. The advancements of auto-
matic detection of players’ trajectories and roles during 
corner kicks can be useful for coaches and sport scien-
tists in determining effective corner kick variations 
against different defensive strategies, minimizing the 
chance of conceding a goal from a corner kick by chan-
ging the defensive set-up, and model which corner kick 
variations result in shots on goal.

Automatic detection of patterns is also possible dur-
ing open play. Instead of an analyst having to search 
through video footage to identify clips with specific 
movement patterns, such as overlapping runs, it is pos-
sible to train models to automatically identify these 
(Anzer et al. 2022; Seebacher et al. 2023). Typically, the 
domain expert provides some example clips containing 
the pattern of interest (with the corresponding tracking 
data), which is followed by an iterative and interactive 
process of: 1) training a model to identify these situa-
tions and 2)acquiring new labels in a targeted way by 

Figure 3. Illustration of Spearman’s pitch control model. Darker red (blue) indicates that the red (blue) team exerts more control over 
that pitch location.
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asking the analyst whether or not certain clips contain 
the movement pattern of interest. This process relies on 
the domain knowledge of both the computational ana-
lyst to train such models and the video analyst to select 
the relevant football situations.

In summary, from a competitive point of view, such 
tools may enable teams to analyze a larger number of 
historical games from an upcoming opponent. However, 
training such models requires input from sport scientists 
(e.g., to define roles, provide movement patterns of 
interest). This is an iterative and interactive process 
between computational and sport researchers: where 
the feedback from domain experts helps refine the 
trained models to improve their performance. 
Moreover, by partially automating some tasks currently 
done by hand, video analysts can use the saved time on 
the quality control of the analysis, providing detailed 
feedback to coaches and players, and addressing tactical 
questions from the coaching staff.

Evaluating decision-making

Currently, several models exist to value the player’s 
action, but not evaluate player’s decision-making (on 
the ball). For example, EPV models give fine-grained 
estimates of the value of each action, but these esti-
mates fail to capture decision-making. A player’s EPV 
may have decreased after an action because the model 
valued the outcome as detrimental for the team’s oppor-
tunity to create a goal-scoring action or advancing up 
the pitch. However, the chosen action may have been 
the best solution out of a range of bad options. It is 
therefore important to understand all the afforded 
actions to a player in that given game state (Bransen 
et al. 2019; Rahimian et al. 2022, 2024). Furthermore, 
there is a challenge in giving value to the outcome of 
the selected action: rewarding a player for making a bad 
choice which turns out to contribute to the team’s suc-
cess versus penalizing a player for making a good choice 
but not being able to execute it successfully. This has 
also been expanded to consider the effect of players 
systematically performing different actions in certain 
situations. For example, this can allow reasoning about 
the effect of shooting more or less often from specific 
pitch locations on the expected number of goals that 
a team may score (Van Roy et al. 2021, 2023).

There is also some emerging work on evaluating 
a player’s off the ball movements (Stein et al. 2019; 
Peralta Alguacil et al. 2020). Peralta Alguacil et al. 
(2020) used computational models for off-ball move-
ments during attack. In particular, the model evaluated 
how players’ movements contributed to successfully 
receiving a pass by the player or a team member, the 

impact of the players’ movements into dangerous areas 
on the pitch, and the contribution to pitch control. 
Furthermore, Peralta Alguacil et al. (2020) also described 
how their model was used in coaching interventions for 
a first division club. Specifically, they presented match 
situations to players where a model had assessed 
a player’s choice about a selected pass and its related 
chance of success and (expected) impact. Moreover, 
they discussed how the model suggested several off- 
ball positioning adjustments that the coaching staff 
strongly agreed with. Although this is an uncontrolled 
intervention in a case study, it highlights how insights 
from computational models can be used in discussion 
with coaches and players about on-pitch decision- 
making and tactical adjustments. However, it is crucial 
that such findings can be presented to coaches and 
players in an understandable manner.

Generative AI

The goal of generative AI or GenAI is to learn models that 
can produce data as their output. Currently, most work 
on this topic has focused on generating tracking data. 
For example, a collaboration between Google DeepMind 
and Liverpool FC trained a model using tracking data to 
synthesize player trajectories for corner kick routines 
(Wang et al. 2024). This resulted in generated corner 
kicks tactics that human analysts could not distinguish 
from real corner kicks.

Another example of GenAI relates to the generation 
of tracking data. Currently, tracking data derived from 
broadcast footage only records the locations of the 
players captured in the camera frame. In this case, 
GenAI has been explored as a means to generate the 
positions of the players that are not visible in the broad-
cast video (Omidshafiei et al. 2022; Hughes et al. 2024).

More speculatively, some products exist3 that use 
GenAI to synthesize scouting reports. Though we are 
not aware of any peer-reviewed research on this topic.

Trustworthy AI

It is increasingly agreed upon that just optimizing pre-
dictive performance is insufficient to justify deployment 
of machine-learned models. Importantly, AI solutions 
have to adhere to (legal) regulations (e.g., GDPR, fair-
ness). Whether a model satisfies such properties cannot 
be measured using standard aggregate evaluation 
metrics (e.g., accuracy, mean-squared error, ROC analy-
sis, effect sizes). Instead, this requires alternative 
approaches to evaluation (Davis et al. 2024) and model 
building that consider factors related to trust, such as 
interpretability, fairness, and transparency (Straccia and 
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Pratesi 2022). In the pursuit of gaining competitive 
advantage, it is tempting to collect more data to train 
better models. However, not only does this warrant care-
ful consideration of athletes’ rights (West et al. 2024), it 
can also be argued that such models only provide 
a competitive advantage if the solutions are considered 
to be meaningful, actionable, and interpretable (West 
et al. 2024) by the coaching staff.

Interpretability
This refers to the ability to understand why models make 
certain predictions, and its importance is highlighted by 
Hecksteden et al.’s (2025) complementary article in the 
current issue with a working example. Interpretability 
can be considered in many ways, and computational 
techniques can be applied a priori or post-hoc to 
increase interpretability. Ultimately, it addresses 
a common criticism that AI models act as a so-called 
’black box’.

First, it is possible to consider interpretability from the 
start, which typically entails two aspects. On the one 
hand, it is important to focus on using features that 
domain experts can understand (e.g., commonly used 
metrics in football tactics (Fernandez-Navarro et al. 2016) 
or locations on the pitch (Van Haaren 2021)). On the 
other hand, it requires using model classes that facilitate 
providing insights into a model’s decision-making pro-
cess (Caruana et al. 2015; Nori et al. 2019). This level of 
transparency in the modeling process helps improve the 
trustworthiness of the computational approach and ulti-
mately in aids in delivering actionable solutions.

Second, it is possible to perform post-hoc analyses of 
(black box) models. These can be used to explain why 
a certain prediction has been made or gain insight into 
the overall working of a model. In the context of expla-
nations, this often entails trying to identify which fea-
tures are responsible for an individual prediction. 
A canonical algorithm for this is SHAP (Lundberg and 
Lee 2017). For a given example, it assesses each feature’s 
importance by using a game-theoretic approach that 
assigns a value representing how much that feature 
contributed to the model’s prediction. This has been 
explored in the context of xG (Anzer and Bauer 2021), 
which allows football experts to gain insights into why 
a model makes a specific decision or prediction. 
Alternatively, techniques exist to extract interpretable 
models from black box ones. This typically involves train-
ing a simpler model (e.g., single decision tree or logistic 
regression model) to mimic the behavior of the black 
box model (Craven and Shavlik 1994; Biecek 2018). This 
can be done at a global level (e.g., to extract knowledge 
(Craven and Shavlik 1995)) or a local level (e.g., to explain 
a prediction (Ribeiro et al. 2016)). For example, this has 

been used to understand which factors contribute to the 
value of an action in possession value models (Sun et al.  
2020). Post-hoc analyses are important tools for helping 
experts assess what the models have actually learned 
and whether it agrees with domain knowledge.

Fairness
This typically entails investigating whether models are 
systematically biased or discriminate against certain 
groups defined by sensitive attributes, such as ethnicity 
or gender (Barocas et al. 2023). For example, race and 
gender seem to affect how people perceive the quality 
and certain characteristics of soccer players (Gregory 
et al. 2021). Consequently, if models are trained based 
on these annotations, they can perpetuate this bias. 
Another example that further highlights the importance 
of fairness is that xG has also been used to assess finish-
ing skill by looking a player’s ‘goals above expectation’. 
This is computed as the difference between the number 
of goals a player has scored and their cumulative xG 
(Pleuler 2014; Baron et al. 2024). However, there is evi-
dence that this metric is biased against good finishers by 
underestimating their skill level (Davis and Robberechts  
2024). Such biases can undermine the validity of the 
metrics and hence call into question their suitable for 
use in practice.

Transparency
What constitutes transparency in AI is an open question, 
but current research focuses on issues such as providing 
(meta) information about data collection (Gebru et al.  
2021) and model building (Mitchell et al. 2019). Such 
issues are clearly relevant for football data as design 
choices (e.g., considered data and feature sets) can 
impact performance (Robberechts and Davis 2020). 
Moreover, there are also open questions about how 
transferable models are across leagues. For example, 
xG models may be trained on shots from male top-elite 
football leagues, such as the Premier League and La Liga. 
However, these models may not be valid when they are 
applied to women’s leagues (Bransen and Davis 2021; 
Narayanan and Pifer 2024) or lower-level male competi-
tions because of differing league characteristics.

Advancing collaboration between sport and 
computational scientists

Our third aim is to promote collaboration between the 
computational and sport science communities. We 
believe that there is tremendous potential in this multi- 
disciplinary collaboration, which seems to be an appro-
priate timing as computational approaches are moving 
closer to practice. Hence, this movement will benefit 
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from a synergistic approach that incorporates the 
domain expertise of sports scientists. Simultaneously, 
sport scientists try to address questions that require 
appropriate computational approaches. In both situa-
tions, communities can benefit from each other’s skills 
and domain knowledge. On the one hand, sports science 
can provide a rich set of real-world problems that can 
serve to illustrate failure cases of existing approaches 
and motivate the development of novel methodological 
approaches. Moreover, the sport expertise is necessary 
to ensure that developed models are relevant and yield 
actionable outcomes relevant to players, coaches and 
support staff, and football organizations. On the other 
hand, the proliferation of open-source and easy-to-use 
computational packages poses a risk: they may be used 
incorrectly. One may need deeper expertise to under-
stand the technical conditions of when an approach is 
(not) applicable. Therefore, a collaboration between 
sport and computational scientists is recommended to 
ensure the correct application, adaptation, and interpre-
tation of these methods to sport scientific problems. In 
pursuit of this goal, we will relate some personal ‘lessons 
learned’ from past collaborations and describe some 
initiatives that would bring the disciplines together.

Anatomy of a collaboration

When starting a collaboration, anecdotally there are 
several factors that are important to think about.

First, it is important to begin with a good question 
that addresses a relevant problem from the coaching, 
medical, or support staff. Often, such question can arise 
from specific sport scientific principles. It is important to 
keep in mind that computational researchers will lack 
domain expertise in sports to distinguish relevant from 
irrelevant information. An abstract or unguided question 
(e.g., ‘Can AI solve my problem?’) runs the risk of produ-
cing a result that is not interesting, practical, or useful for 
the sports context. A smooth running collaboration typi-
cally starts when 1) this question can be naturally 
mapped to the typical problem setting of interest to 
computational researchers, such as prediction, decision- 
making, knowledge/pattern discovery, planning or sche-
duling, and 2) there is a continuous conversation to 
ensure there is mutual understanding of the sport scien-
tific and computational requirements needed to address 
the question.

Second, at the risk of being obvious: computational 
research requires access to data. It is hereby important to 
detail the quality and amount of available data as well as 
whether data sharing is possible (West et al. 2024). Most 
computational papers analyze existing and relatively 
clean data. Hence, computational scientists are much 

less familiar with data collection and the practicalities 
of cleaning noisy and missing data. It can help to high-
light any quality issues or domain-specific data proces-
sing that may be needed.

Third, there should be a mutual agreement to try 
to understand the other domain. One should expect 
the computational researcher to invest some time in 
understanding the problem basis from a sport science 
perspective (and it is important to realize that this 
does take time). Similarly, it is helpful for sports 
scientists to familiarize themselves with some of the 
terminology used by computational researchers. For 
example, a sports scientist may use the term key 
performance indicator, whereas a machine learner 
would use the term feature.

Fourth, it is worth discussing the publication plans 
in advance. On the one hand, computational research 
is primarily concerned with methodological innova-
tions. Hence, these papers focus on describing novel 
statistical models or machine learning algorithms and 
discussing any relevant mathematical results (e.g., 
proving that the algorithm satisfies certain proper-
ties). The results sections would then focus on com-
paring the empirical of the proposed approach to 
various competitors (e.g., evaluating their predictive 
performance on a large suite of benchmark pro-
blems). On the other hand, sport scientific research 
has the ultimate goal of supporting players and coa-
ches by translating research knowledge and insights 
into practice (Coutts 2017; Bartlett and Drust 2021). 
Thus, the research combines a strong theoretical 
basis with an evidence-based approach involving 
key stakeholders to identify and address relevant 
questions from athletes, coaches, and support staff 
(Coutts 2017; Fullagar et al. 2019). Consequently, 
applying existing algorithms to solve a domain- 
specific problem is often considered out-of-scope 
for computational venues, whereas papers describing 
methodological advances motivated by sports data 
are not relevant to sports scientists. Differences in 
publication cultures further complicate this issue. 
Unlike sports science (and most other disciplines), 
computer scientists almost exclusively publish in rig-
orously peer-reviewed conferences. Hence, publica-
tions may ’count’ or be valued differently in each 
domain. However, a collaborative effort could logi-
cally result in two publications. To illustrate, 
a common situation is that methodological innova-
tions are required to address the sport-scientific pro-
blem. Therefore, one publication outlines the existing 
computational approaches and describes the techni-
cal advances that were made. Such a publication 
would most naturally target the computational 
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community. The other publication would focus on 
contextualizing the work from a sports science per-
spective and contain a detailed analysis of the results 
(e.g., tactics, recruitment, and training program 
design). Moreover, it would highlight the relevant 
implications for using the results in practice.

Moving forward

We would like to highlight two types of initiatives that 
may help spur collaboration and further integrate these 
communities: joint events and open science.

First, we would make a plea to (continue) organizing 
joint events as we believe the benefits are two-fold. On the 
one hand, literally putting sport and computational scien-
tists in the same room can help people meet each other 
and spur collaborations. Several of such initiatives have 
been organized in the past. For example, Dagstuhl 
Seminars have focused on bridging the gap between 
these areas (Brefeld et al. 2021). Some concrete outcomes 
include a curated and searchable list of venues where 
sport-related work is often published4 and collaboration 
on the current commentary. Another example is the multi- 
disciplinary session on Match Analysis and Small-Sided 
Games at the World Congress on Science and Football.5 

On the other hand, such events provide the opportunity to 
disseminate research and may help alleviate some the 
aforementioned challenges with publishing. However, 
these happen infrequently, may be small in size (e.g., 
Dagstuhl seminars involve ∼40 participants), and as of yet 
do not have an associated publishing mechanism.

Second, shared data platforms and open science initia-
tives can fast track the development of computational 
methods in football. Open-source packages are available 
for working with event and tracking data, which often 
contain permissive licenses (i.e., the code can be used 
commercially with no restrictions). For example, there are 
packages for xG (Robberechts and Davis 2020), possession 
value models (Decroos et al. 2019), and general packages 
for working with tracking data, such as Floodlight (Raabe 
et al. 2022) and Kloppy.6 More generally, PySport aims to 
promote open-source sport software.7 Moreover, this has 
the added benefit of reducing the barrier to entry and 
facilitates repeating analysis on new datasets. To help miti-
gate the potential for misuse, it is incumbent on research-
ers releasing such packages to provide clear instructions 
and guidelines about how to use them and when they are 
(not) applicable. Ideally, this should be done in combina-
tion with sports experts to ensure that the provided doc-
umentation is accessible to those with a non- 
computational background and supports valid application 
in practice. The fact that best practices from 
a computational perspective can change quickly further 

underscores the need for collaboration between computa-
tional and sport scientists, both to ensure that the guide-
lines are appropriately outlined for the intended audience 
and to promote the appropriate and up-to-date use of 
computational methods in sport science research.

Conclusion

This commentary aimed to provide an overview of 
current and emerging topics in football analytics and 
encourage collaboration between sport and computa-
tional scientists. We believe that there is tremendous 
potential to be gained through a tighter collaboration 
between the computational and sport science commu-
nities, but this may suffer from a limited view on what 
exists in computational research. Given that academic 
work in this area is primarily done by and shared with 
researchers working in artificial intelligence (AI), statis-
tics and operations research, our first aim was to over-
view the historically important topics. Hopefully, by 
collecting some of the key ideas in one place, this 
article creates an entry point for sports scientists inter-
ested in learning about this area. Our second aim was 
to highlight some emerging trends within computa-
tional approaches to football. Our thesis was that 
these topics often require significant domain expertise 
and hence would strongly benefit from a tighter inte-
gration of computational and sport science. The third 
aim of the manuscript was to provide guidance and 
initiatives for fruitful collaboration between sport and 
computational scientists. Key factors are continuous 
communication, willingness to understand each 
other’s domain knowledge, and joint events and 
open science. We hope that this commentary will 
spur further multi-disciplinary advances in this area.

Notes

1. https://github.com/statsbomb/open-data.
2. https://github.com/metrica-sports/sample-data. or 

https://www.blog.fc.pff.com/blog/pff-fc-release-2022- 
world-cup-data.

3. https://twelve.football/blog/combining-scout-reports- 
with-data-using-large-language-models.

4. https://dtai.cs.kuleuven.be/sports/venues/.
5. https://wcsf2023.com/programandbookofabstracts/.
6. https://kloppy.pysport.org/.
7. https://pysport.org/.
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