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Artificial Intelligence (AI) has the potential to impact a diverse range of domains. For instance, AI for the education domain has
received increasing interest with various applications, including predicting performance, curating learning materials, and automated
assessment and feedback. Despite the developments, some imbalances appear in the literature; for example, traditional classrooms and
non-scientific academic subjects received little attention. This survey provides a systematic review of the current trends in AI research
for education, specifically addressing applications within secondary education (ages 11+) through to higher education (HE), and offers
a detailed compilation of datasets and methods, facilitating a deeper understanding of the field and encouraging further investigation.
It includes a thorough review of the datasets available to encourage and enable future research, development, and collaboration, as
well as the establishment of performance benchmarks. Furthermore, this survey provides an overview of issues and problems arising
from recent developments, which may aid policymakers in their decision-making and addressing ethical concerns and standards. For
example, many AI in Education (AIEd) platforms are not grounded in educational theory. We also present several guidelines to aid
future developments in AIEd, guiding long-term impactful projects and investments.
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1 INTRODUCTION

Education has witnessed a variety of technological innovations over the past decades. For instance, in the 1950s and
1960s, pre-recorded lessons were aired on TV, bringing education to the masses in their own homes [119]. Similarly, in
the early 2000s, Massively Open Online Courses (MOOCs) made university curricula available to students across the
globe without the need to enrol at a university [119]. Despite such innovations’ benefits, neither of these examples
brings innovation into the traditional brick-and-mortar classroom. Recent AI developments may allow innovation in
conventional and distance-learning classrooms. AI refers to computer programs which complete tasks that typically
require human intelligence. For example, speech recognition is a task that usually requires human intelligence and is
very difficult to achieve using standard programming concepts. However, many AI applications now solve such tasks
[14]. Furthermore, AI has many applications which may benefit the education domain.

AIEd is the application of AI techniques in the educational domain. It may be implemented in aspects of education
such as administration, learning material curation, assessment, prediction, and more. AIEd can benefit teachers, from
school to Higher Education (HE), by reducing their workload and eliminating time-consuming, laborious tasks [24]. For
instance, [2] suggests that up to 40% of lesson time is spent on activities that could otherwise be automated. Specifically,
they highlight activities such as preparation, assessment and feedback, and administration [2]. The work also suggests
some AIEd applications which may help teachers to reclaim some of this lost time, such as profiling and prediction,
assessment and evaluation, adaptive systems and personalisation, and intelligent tutoring systems [2]. Thus, AIEd could
free teachers to spend more time with their students, which may, in turn, help to improve learning outcomes.

1.1 Previous Survey Studies

Existing AIEd survey studies are presented in Table 1. These works highlight several common aspects of AIEd. For
example, [15, 21] suggest that many applications of AIEd begin by building comprehensive learner models of students
enrolled on the system, and [66] indicates that this may be used as a base for personalised learning. Moreover, [2, 15, 21]
provide scenarios and aspects of education that may be addressed by AIEd, for example, administration, course material
curation, prediction (e.g., achievement and dropout), instruction, grading, and feedback.

The subject categories in Table 1, Neutral, STEM, and Languages, reflect how prior reviews have grouped AIEd
applications. “Neutral” refers to domain-agnostic tools such as dropout prediction or intelligent tutoring systems that
apply across subjects. STEM and Languages are highlighted separately because they have been especially prominent in
AIEd research: STEM due to its structured, problem-oriented content, and languages owing to the close link between
language learning and Natural Language Processing (NLP). These categories, therefore, align with the focus of existing
reviews while capturing the areas where AIEd has been most actively applied.

Table 1. An overview of existing surveys on AIEd-related topics, including the learning environment (i.e., classroom (C), online (O), or
Massive Open Online Course (MOOC) (M)), academic subjects covered including neutral (non-subject specific), languages, Science,
Technology, Engineering, and Mathematics (STEM), and languages, as well as brief descriptions of the content.

Ref Year Subject Env. Description
[76] 2024 Neutral C,

O
An overview of AIEd perspectives, learning theories, and suggested future directions. High-
lights the need to reform educational policy and suggests an interdisciplinary approach.
Limitations: no discussion of ethics or teacher perspectives.

Continued on next page
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Table 1 – continued from previous page

Ref Year Subject Env. Description
[37] 2023 Neutral C,

O
Provides an overview of the controversial topic of ChatGPT in education. Opposes the
complete ban of ChatGPT, comparing it to calls for the ban on calculators. Presents mitigation
strategies relating to ChatGPT-misue but accepts that it is impossible to prevent all misuse.
Limitation: does not consider other LLMs or related technologies.

[18] 2023 Neutral C A review of AI chatbots to support students, including benefits and potential challenges. It
reports increased student engagement and student preference for conversational style output.
It highlights the limitation of chatbots not understanding students’ emotions. Limitations:
non-technical participants, doesn’t consider human traits (e.g., age, gender, etc.), and doesn’t
cover ethical considerations.

[86] 2022 Neutral O A review of AI in education with a focus on the AI algorithms commonly used. It reports
increased student engagement and additional benefits such as accurate assessment and
predictions (e.g., of performance). It highlights that advanced AI, such as deep learning and
genetic algorithms, are rarely used. Limitations: limited search criteria are unlikely to provide
sufficient breadth, and it does not consider any conference papers.

[73] 2022 STEM O,
M

A review of student modelling methods for adaptive online learning environments. It reports
that Deep Knowledge Tracing (DKT) models produce the best prediction performance. It
highlights that student models with problem characteristics perform better than models
without. Limitations: It does not cover ethics, has limited model coverage, and mentions
interpretable AI but does not cover the topic in depth.

[2] 2021 Neutral C An outline of challenges and potential of AI in education. It highlights that there are no
standardised methods of integrating AI into existing educational models. Limitations: It does
not cover a wide range of ethical issues, and although it mentions the acceptability of AI in
general, it does not consider whether teachers would accept AI in the classroom.

[66] 2021 STEM C,
O,
M

A review of machine learning for precision education and a description of the key findings.
It reports that previous works focus mainly on prediction, and there are fewer works on
other applications of AIEd. It highlights a convergence of AIEd and neuroscience, suggesting
related methods to improve models. Similarly, it highlights the need to integrate AIEd with
existing learning theories. It emphasises that AIEd makes the resource-intensive task of
personalised learning achievable. Limitations: limited research synthesis, lack of consideration
for conference papers, and some restrictions based on the journal ranking rather than paper
quality.

[17] 2021 Lang-
uages

C,
O

A survey of twenty years of precision language education focused on topic modelling and
knowledge mapping for personalised learning. It highlights the use of AIEd for person-
alised learning, including feedback and assessment. Limitations: limited search databases and
unoptimised search strings.

Continued on next page
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Table 1 – continued from previous page

Ref Year Subject Env. Description
[15] 2020 Neutral C,

O
An assessment of AI’s impact on education in administration, instruction, and learning. It
highlights the use of AIEd to provide practical or experiential learning. It also promotes the use
of AIEd-enabled robots in physical classrooms. Limitations: Little discussion of disadvantages
or ethical considerations.

[16] 2020 Neutral O A systematic review of influential AIEd articles. It evaluates the definitions of AIEd and
clarifies the relationships among AIEd, educational data mining, computer-based education,
and learning analytics. It recommends further use of advanced AI, such as deep learning.
Limitations: restricted search databases, conference papers were not considered, restricted
articles based on citation count, and a limited discussion of ethical considerations.

[13] 2018 Neutral O,
M

A description of the impact of AIEd. It aims to identify the prospective impact of AIEd and
to predict possible changes in the educational domain. It focuses on customised educational
content, innovative teaching methods, technology-enhanced assessment, and communica-
tion between students and teachers. It highlights the use of AIEd for personalised learning.
Limitations: limited search breadth and no discussion of ethics.

[21] 2017 Neutral O,
M

A survey of related topics to AI techniques for adaptive educational systems within e-learning.
It highlights the need to ground AIEd in pedagogical theory. Limitations: no discussion of
ethics.

[96] 2016 Neutral C,
O

Provides a review of the evolution of AIEd over the past 25 years, focusing on current strengths
and future opportunities. It also suggests two parallel strands of future research. Limitations:
technology evolves rapidly, so many older works are irrelevant now. It also suggests that
AIEd may replace human teachers, which is unsupported.

Although these studies provide valuable information, they do have limitations. For example, [2, 21] do not offer a
systematic review. Moreover, [2] does not provide a significant review of current applications or relevant current AI
technologies. Similarly, [13] is relatively narrow in scope and does not analyse overall AIEd trends. None of the works
significantly explores the ethical issues surrounding AIEd; in particular, none, other than [37], address the growing
problem of students’ misuse of AI. Similarly, none of the works significantly explore teacher or student acceptance or
perceptions of AIEd, a key factor in their future adoption.

Moreover, to the best of the authors’ knowledge, no existing survey provides a significant review of current datasets
available for AIEd. Data is a vital aspect of AI and, therefore, must be carefully examined in the context of education.
Moreover, AI and AIEd are fields that are evolving rapidly; consequently, it is vital to ensure that current issues and
challenges are thoroughly examined as they occur. However, although [2, 13, 96] provide a review of challenges and
potentials for AIEd, they ignore some critical current issues, for example, the protection of intellectual property (IP)
when using tools such as ChatGPT. Similarly, to the best of the authors’ knowledge, none of the existing surveys explore
current educational theory. This is despite works such as [16] identifying that many AIEd platforms are not grounded
in educational theory.

Furthermore, some studies severely limit the scope of articles they consider for review; for example, [17, 66, 86] do
not consider conference papers or books. Similarly, [16] considers only articles with a minimum of 20 citations, which
Manuscript submitted to ACM
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will likely produce a bias in favour of older articles. Moreover, [96] selects articles from three specific years only: 1994,
2004, and 2014.

We present a systematic overview of the recent AIEd literature to address these limitations. This ensures a thorough
examination of relevant datasets and applications. Moreover, for the first time, we describe the emerging challenges
and consequences of rapid advancements in AIEd. Unlike some existing works, we focus on AIEd and do not aim to
provide a general exploration of the developments in AI beyond education. Readers interested in wider aspects of AI
developments should consult works such as [80, 99].

1.2 Motivation

Education has the power to transform lives, empower individuals, and aid class mobility. Accordingly, highly motivated
and competent teachers are central to delivering high-quality education. However, [71] reports that out of 830 teachers
surveyed, 76.4% are considering quitting the profession. In particular, high pressure, increasing workloads, and low
morale are reported as common reasons for the motivation to quit [71]. Furthermore, [71] suggests that a key reason
for the increasing workloads and decreasing morale is the mass exodus of staff from the teaching profession. Therefore,
it is necessary to identify methods of alleviating the pressure on teachers whilst maintaining the quality of education to
help reduce the number of teachers quitting. AIEd can potentially lessen the pressure on teachers and make learning
more effective.

AIEd presents the opportunity to automate or semi-automate many labour-intensive tasks such as material curation,
assessment, and administration [120]. Thus freeing teachers to concentrate their efforts on delivering high-quality
educationwithout becoming overburdened [81]. AI andAIEd are rapidly evolving fields, and tomake future contributions,
it is necessary to understand educational theory [67], AI, and relevant datasets. Notably, the literature does not
significantly review or describe datasets and modern issues. Therefore, a study surveying these topics could benefit
future AIEd contributions. Such contributions may improve teachers’ mental health and well-being, improve the quality
of education for learners, and potentially bring high-quality education to individuals who may not otherwise receive it.

Despite the potential benefits for teachers and students, there are possible disadvantages. As AI technology rapidly
evolves, policymakers struggle to create and maintain timely guidelines and policies [45] on what should and should not
be allowed in classrooms and how best to maintain academic and ethical standards. For AIEd to be safely incorporated
into classrooms, a concrete understanding of the policies and guidelines should be acquired [54]. However, to the best of
the authors’ knowledge, while several studies have addressed individual challenges in AIEd, none have systematically
analysed and synthesised the full spectrum of problems, such as gaps in publicly available datasets, limitations of
existing platforms and applications, and contemporary challenges like AI misuse in assessments. This lack hinders a
holistic understanding and coordinated advancement in the field.

In order to investigate the aforementioned points, this manuscript is specifically interested in secondary education
(ages 11+) through to HE (i.e., University). Students typically have higher digital literacy rates and are more independent
at these levels. Similarly, the curriculum is usually more complex, with a broader variety of AIEd integration. To address
the limitations of existing studies, this manuscript reviews the datasets available to implement AIEd, explores the
challenges and ethical issues, and carefully considers the roles of teachers in the world of AIEd.

1.3 Contributions

For the first time, we present a thorough review of AIEd and the datasets necessary to develop AIEd solutions. Similarly,
a common complaint of AIEd research is that many applications are not grounded in educational theory. Therefore,

Manuscript submitted to ACM
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we present a concise survey of appropriate educational theory, which may form a basis for future AIEd research.
Furthermore, the recent explosion in the popularity and availability of AI tools has meant that policymakers are
struggling to develop effective policies around AI and AIEd in academic institutions. Therefore, we highlight issues and
problems that have recently arisen due to such technology. These findings will aid policymakers in forming guidelines
and policies relevant to the current and evolving situation. This survey contributes to the following aspects:

• A comprehensive systematic review that synthesises existing research, models, and technological platforms and
applications in AIEd, highlighting key trends, gaps and future research directions.

• A thorough and detailed review of publicly available datasets pertinent to the development, training, and
evaluation of AIEd solutions.

• An examination of contemporary challenges arising from recent advances and the growing use of AI tools,
including concerns relating to academic misconduct and students’ misuse of AI in assessments.

1.4 Organisation

The remainder of this article is organised as follows: Section 2 describes the methodology of this survey study, including
the research aspects and search strategy. Section 3 presents the results of the AIEd survey and includes a general
overview of the AI techniques and models which form the basis of AIEd technology. Section 4 offers the authors’
recommendations for future AIEd research and applications. Finally, Section 5 provides the concluding remarks and
suggestions for future AIEd surveys.

2 METHODOLOGY

This survey aims to systematically review the literature regarding AIEd to help guide future AIEd platforms and research.
The scope of this article and the literature reviewed within it are guided by two elements: research aspects and search
strategy. The following subsections describe the methodology for this review.

2.1 Research Aspects

The research aspects investigated in this survey include: (a) What is the general taxonomy of AIEd? (b) What datasets
are available for AIEd research and development? (c) How does AIEd relate to established educational theory and
practices? (d) What are the modern challenges and opportunities in AIEd?

2.2 Search Strategy

The PRISMA diagram in Figure 2 illustrates the selection and screening process for the articles included in this
manuscript.. The articles reviewed for this work were identified using the following search engines and digital libraries:
Google Scholar, IEEExplore, and Web of Science. These databases were used to provide a means of accessing a broad
range of high-quality research. IEEExplore provides access to a plethora of peer-reviewed articles from computer
science-related fields, whereas Google Scholar andWeb of Science provide access to interdisciplinary research. Therefore,
the authors could browse and search both technical and pedagogic research related to AIEd. Moreover, Table 2 presents
the search strategy used to explore the literature for this work. Furthermore, articles must be written in English, peer-
reviewed, and published within the past five years to be considered for inclusion in this work. The 5-year publication
limit coincides with recent technological advances, such as the introduction of Large Language Models (LLMs) in 2018
Manuscript submitted to ACM
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Fig. 1. The number of AI educational platform papers published per year.

[27]. Additionally, the authors reviewed the articles’ abstracts and conclusions to eliminate inappropriate articles before
performing a complete review. Consequently, a total of 56 articles were reviewed for this work.

Table 2. The search strategy used to explore the AIEd literature describing the permutations of context and objectives

Goal Keywords
Context Artificial Intelligence, AI, Machine Learning, Intelligent Systems, Large Language

Models, Natural Language Processing, Chatbot, GPT, Data Mining
Objective Education, Educational, Virtual Learning
Permutations (Context AND Objective) AND (“Platform” OR “Environment” OR “AIEd”)

Figure 1 displays the number of AI educational platform papers published yearly for the previous ten years, excluding
the year of writing (2024). The number of such articles has increased from 227 in 2014 to 1,650 in 2023, and finally
4,720 in 2024. As of April 2025, 1,380 papers have been published, suggesting that the increasing trend may continue.
Therefore, it is apparent that AIEd has proliferated in recent years, particularly since 2018, when LLMs were introduced.

2.3 Screening and Selection

Using the search strategy described in Section 2.2, 3,650 records were identified as potential articles to include in this
study, as described in Figure 2. The screening stage resulted in 367 documents being identified as duplicates or records
lacking full text, and were therefore removed. Moreover, based on the title, 2762 articles were removed. We excluded
survey articles, letters to editors, papers without peer review, and irrelevant articles. During the eligibility phase, 82
out of 154 records were excluded based on their abstract, for example, due to a lack of relevance. Next, the full text of
72 articles was reviewed, and 14 were removed due to a lack of relevance, rigour, quality, etc. Finally, 58 articles were
included in this study.
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Fig. 2. Flow chart of the article selection process adapted from the PRISMA guidelines [77], showing the stages of selection through
identification of sources, screening, eligibility, and resulting in the final included lists of articles.

2.4 Discussion

Our methodology aims to balance breadth and focus. By limiting the survey to peer-reviewed journals published in the
past five years, we are ensuring quality and currency in a post-LLM landscape. Arguably, the trade-off of this approach
is that some highly cited papers may be excluded if they are more than five years old; however, this constraint is
necessary to ensure that the selected works reflect current developments in a post-LLM era. Similarly, the search strategy
described in Table 2 was designed to capture the major trends and emerging topics in AIEd. Therefore, niche topics
may not be fully represented in the search results. Future surveys may consider underrepresented niche subcategories,
non-English language articles, and prominent pre-print articles. This could help capture a more globally inclusive and
Manuscript submitted to ACM
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current view of the research landscape, especially in areas where innovation may be happening outside traditional
academic publication channels or dominant academic languages (i.e., English).

3 ARTIFICIAL INTELLIGENCE IN EDUCATION

AIEd is an interdisciplinary field combining AI and education. AIEd produces intelligent software that may automate
aspects of a teacher’s role, help personalise students’ educational journeys, or make predictions about student achieve-
ment. The following subsections provide some relevant background on AI, a review of the datasets which make AIEd
possible, and a survey of relevant AIEd platforms.

3.1 Artificial Intelligence Background

AI refers to software that completes tasks usually deemed to require human intelligence. Moreover, machine learning
is a subcategory of AI where software learns and adapts without being explicitly programmed. Machine learning
can broadly be split into four categories: supervised learning, unsupervised learning, semi-supervised learning, and
reinforcement learning. In supervised learning, machine learning models are provided with annotated input data and
the desired output to enable them to learn the mappings between input and output. Alternatively, in unsupervised
learning, models are provided with unlabeled data and no output labels; models then analyse and group (i.e., cluster)
data to identify otherwise hidden patterns or groupings in data. Semi-supervised learning uses a combination of labelled
and unlabelled data, whereby the desired output label is usually provided only for a small subset of the data. Figure 3
provides an overview of machine learning methods, problem types, and example algorithms relevant to AIEd.

The concepts explored in Figure 3 empower the implementation of many features in AIEd. For example, student
performance may be treated as a classification problem, where students are grouped, or a prediction problem, where
regression estimates grades. Furthermore, semi-supervised learning provides applications such as speech analysis,
which can convert student or teacher speech to text for analysis. Generative methods can generate new content, such
as images. Similarly, NLP and LLMs may be used to generate text, for instance, in response to a student’s question. NLP
is an approach to analysing natural language in the form of text or speech to gain an understanding of the content.
Moreover, LLMs are based on transformer architecture and have been trained on massive datasets to enable them to
produce human-like text.

In recent years, NLP and LLMs have grown in popularity and are implemented in many domains, including AIEd. NLP
aims to understand natural language content such as text documents or speech. LLMs, such as the popular Generative
Pre-trained Transformer (GPT) used in OpenAIs ChatGPT [35], aim to produce human-like text, for example, in response
to a student’s query.
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Fig. 3. A taxonomy of AIEd applications of Machine Learning with related concepts, algorithms and supported activities. Including a non-exhaustive list of recommended
AIEd applications. Abbreviations: K-Nearest Neighbours (KNN), Balanced Iterative Reducing and Clustering using Hierarchies (BIRCH), Density-Based Spatial Clustering of
Applications with Noise (DBSCAN), Generative Adversarial Network (GAN), Semi-Supervised Generative Adversarial Network (SGAN), Variational Autoencoder (VAE),
Rule-Based Machine Translation (RBMT), Statistical Machine Translation (SMT).
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Table 3. A description of available datasets appropriate for AIEd, including the year of publication, source, academic level, academic
subject, the aspect of education targeted, the number of participants recorded in the dataset, and the total number of records.

Ref Year Source Level Subject Aspect of Education No.
Participants

No. Records

[19] 2020 GitHub MOOC English as a second
language

Prediction
(multiple domains)

784,309 131,417,236

[97] 2014 Institute MOOC Psychology Prediction (dropout) 20,828 3,475,485
[87] 2013 Institute School Mathematics Prediction (performance) 70,808 7,178,761
[94] 2015 GitHub MOOC Mathematics Knowledge mapping 4,000 200,000
[12] 2015 GitHub MOOC Mathematics Knowledge mapping 247,606 25,925,922
[56] 2010 Institute School,

HE
Algebra, Chemistry,
Chinese, English,
geometry, Physics

Knowledge mapping 335 361,092

[107] 2015 Institute HE Computer Engineering Prediction (performance) 115 230,318
[60] 2017 Institute HE Multiple (22 courses) Prediction (performance) 32,593 10,655,280
[47] 2018 Institute HE Non-specific Prediction (performance,

dropout)
300 7,200

[52] 2020 Mendeley MOOC Multiple (200 courses) Material curation (NLP) N/A 12,032
[36] 2020 Institute HE Physics and Electricity Prediction (performance) 1,233 1,233
[26] 2020 Mendeley HE Engineering Prediction (performance) 12,411 546,084

3.2 Datasets for Education

Table 3 provides an overview of the available datasets that may be useful in the training and evaluation of AIEd models.
It includes the curriculum subject from which the data was recorded. However, in the case of data for prediction, the
subject may be irrelevant to the end user. Table 3 shows that 8 out of 12 datasets are attained from Science, Technology,
Engineering, and Mathematics (STEM) based courses, suggesting an imbalance in the academic subjects targeted by such
research. Moreover, the educational aspect, such as prediction (i.e., performance, dropout, etc.), knowledge mapping,
and material curation, is stated. 8 out of 12 datasets are available for prediction, 3 for knowledge mapping, and 1 for
material curation, suggesting a severe imbalance in terms of educational aspects. Table 3 also shows that from the 12
identified datasets, 5 contain data from MOOCs, 6 contain HE, and only 3 contain data collected from school students
([56] contained both school and HE data). Table 3 shows that the number of student participants in the datasets varies
massively; for example, 115 students participated in [107], whereas 784,309 participated in [19]. Moreover, less than half
of the datasets in Table 3 use external dataset repositories such as GitHub and the Mendeley data repository. Whereas,
the majority host the data at an institutional level, which may pose accessibility issues in the long term.

More specifically, some prediction datasets are for prediction [26, 34, 36, 60, 87, 107], some such as [55] are for dropout,
and some, such as [19, 47], enable various aspects to be predicted. However, it may be noted that significantly more
datasets are provided for predicting performance than for dropout and other purposes. Such datasets provide various
data aspects such as observed student affects (e.g., bored, engaged, etc.) [87], actions [60] (e.g., Learning environment
logs and interactions), personal information (including academic information) [26], and more. Whereas knowledge
mapping datasets such as [12, 56, 94] tend to provide data regarding tasks, lessons, and assessments related to knowledge
areas. Moreover, [52] provides word embeddings and document topic distribution vectors to enable content curation.
Despite the potential time-saving benefits to teachers of being able to automate some material curation tasks, very few
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datasets provide this ability. This is potentially linked to the fact that some teachers do not share materials they create
[111].

Furthermore, datasets such as [19, 34, 55, 87] provide data regarding students’ interactions with digital education
platforms. Such data may be used to predict problems such as students’ performance or dropout rates. Such features
may include the number of page requests, active days, forum views, etc. Alternatively, [12, 56, 94] may be used for
knowledge mapping, where students’ knowledge is modelled as they interact with their work. Such work’s results may
help train models capable of customising education per student.

Moreover, the majority of the datasets in Table 3 use real-world data; however, [94] uses simulated data for one of
their chosen datasets. Virtual students are simulated, providing example answers to exercises based on probabilities
from a defined latent knowledge state [94]. Although additional non-simulated datasets are also used, no validation
of the simulated data is provided (i.e., responses to the exercises from real students are not captured and compared).
Simulated data may offer a convenient method to produce larger datasets and compensate for gaps in existing datasets.
However, further work is required to assess the efficacy of simulated data in developing AIEd applications.

Table 3 suggests that there are significant imbalances in the academic subjects and educational aspects that are
currently available. This will almost certainly lead to an imbalance in the types of research projects conducted. For
example, very few datasets described in Table 3 are based on non-scientific subjects. Similarly, few datasets provide
data relevant to aspects such as intelligent tutors, material curation, or automated assessment.
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Fig. 4. The taxonomy of AIEd applications can broadly be categorised into application tasks regarding prediction, profiling, teaching assistance, administration, and intelligent
tutoring.
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3.3 AIEd Platforms

To the best of the authors’ knowledge, there is not yet a widely accepted taxonomy of AIEd platforms and applications.
Figure 4 presents a proposed taxonomy covering the range of AIEd applications currently identified. AIEd provides
five main areas of application: prediction, knowledge mapping, teaching assistance, administration, and intelligent
tutoring. Table 4 presents an overview of articles reviewed during this research. It shows the variety of educational
aspects, learning environments, academic subjects, and AI models used to implement the application. In this context,
traditional refers to classroom-based settings (e.g., schools or universities), online refers to digital or virtual learning
environments, and both denote applications, such as performance monitoring, that are relevant to either setting.” The
remainder of this subsection describes these concepts and works in more detail.

Table 4. An overview of existing AI literature describing applications and studies related to education.

Ref Year Aspect of
Education

Purpose Learning
Environment

Academic Subject AI Model(s)

[102] 2023 Material
Curation

Question Generation Online Medicine LLM

[59] 2023 Material
Curation

Question Generation Online Medicine LLM

[85] 2023 Prediction Performance Online Engineering Genetic
Program-
ming

[61] 2023 Teaching
Assistant

Performance and Feedback Online English RF

[64] 2023 Teaching
Assistant

Classification (DA) Online Various NLP, LLM

[65] 2023 Teaching
Assistant

Intelligent Tutoring Traditional English NLP, LLM

[28] 2023 Material
Curation

Narrative Fragments Online Various NLP, LLM

[118] 2022 Teaching
Assistant

Chatbot Traditional Various NLP

[74] 2022 Knowledge
Mapping

Estimate Student Knowledge Online Various Naïve Baye

[105] 2021 Personalised
Learning

Profiling (knowledge) Online English Decision
Tree

[90] 2021 Teaching
Assistant

Chatbot Online Various NLP

[20] 2020 Prediction At Risk (Intervention) Traditional N/A SVM
Continued on next page
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Table 4 – continued from previous page

Ref Year Aspect of
Education

Purpose Learning
Environment

Academic Subject AI Model(s)

[42] 2020 Teaching
Assistant

Chatbot Online Languages
(Japanese)

NLP

[25] 2020 Prediction Dropout Classroom Various LDA, SVM
Random
Forrest

[43] 2020 Prediction Performance Both Various Random
Forrest

[101] 2019 Prediction Performance (test scores) Both Various SVM, LSTM
[41] 2019 Teaching

Assistant
Chatbot Online Languages

(Japanese)
NLP

[88] 2019 Teaching
Assistant

Chatbot Online Languages
(Korean)

NLP

[91] 2019 Prediction Dropout (Intervention) Online Programming Decision
Tree

[108] 2019 Knowledge
Mapping

Estimate Student Knowledge Online Various Factorisation
Machines

[78] 2018 Teaching
Assistant

Chatbot Online Various NLP

[5] 2018 Personalised
Learning

Profiling (learning styles) Online N/A N/A

Firstly, AIEd can provide predictions, for example, the prediction of student performance, including identifying
students at risk of not achieving, and it can predict future dropout or retention. Secondly, knowledge mapping builds
an understanding of students’ knowledge, understanding, and achievement and may aid the personalisation of their
education. Thirdly, AIEd may directly benefit the teacher by assisting with curating materials and providing suggestions
to improve planned classes. Similarly, AIEd can help reduce teachers’ workload by assisting with or automating aspects
of their administrative duties, such as course scheduling and admission. Finally, intelligent tutoring may automate
some aspects of teachers’ academic tasks, such as assessment and feedback, content delivery, and question and answer.
Intelligent tutoring may be particularly advantageous to students who do not have significant access to a teacher, such
as those on distance learning courses. The remaining subsections explore these aspects in more detail with examples
from the literature.

3.3.1 Prediction. AIEd may support academics and administrators by providing prediction support in terms of student
performance, admission, at-risk identification, dropout, and more. Predicting performance and at-risk students has
important applications. For example, it may be used to target intervention to prevent students from underperforming
or failing. Similarly, it may be used for early withdrawals if a student is unlikely to pass, allowing them to find a more
suitable course or prevent wasted course fees.
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Fig. 5. The prominence of AIEd research aspects: (a) educational aspects, (b) AI techniques used, and (c) educational environment.

For example, in [20], the supervised machine learning algorithm Support Vector Machine (SVM) is used to classify
students in terms of their predicted performance to identify students who may be at risk of not achieving. Specifically,
a reduced-training SVM (RTV-SVM) is presented to reduce training time without impacting performance by removing
redundant vectors, and the method still achieves classification accuracy between 92.2% and 93.8% while reducing training
time by approximately 60% [20]. Similarly, [101] predicts and classifies student performance but does not identify at-risk
students. For both experiments, several machine algorithms are considered. In the prediction experiment, Support Vector
Regression (SVR) was reported to produce the highest accuracy [101]. Whereas in the classification experiment, Back
Propagation (BP) was reported to produce the highest accuracy [101]. Furthermore, in [85], performance prediction
was combined with learning analytics to target improvements in course delivery.

Moreover, [25] predicts future student dropouts and experiments with three machine learning algorithms: Linear
Discriminant Analysis (LDA), SVM, and Random Forest (RF). The findings suggest that additional learning requirements
and course credits are potent features for predicting dropout [25]. Furthermore, the best-performing predictive models
were the SVM and RF models, which achieved 87% accuracy, followed by the LDA model, which achieved 85% [25].
Similarly, [91] used decision trees to predict student dropouts reporting an accuracy of 80%. Such predictive models can
assist institutions in targeting support and help forecast course running costs and staffing requirements. While deep
learning methods can enhance performance, they may compromise the explainability of the decisions made by the
models.

Figure 5 presents the prominent research aspects identified from the literature collected. For example, Figure 5-a
shows that teaching assistance, prediction, and profiling are more prominent aspects of AIEd in the identified literature
than intelligent tutoring and administration. Moreover, Figure 5-b shows that NLP and LLM were identified in many of
the works identified in the literature, and other AI techniques were much less prevalent. However, this is likely due
to the limitations on publications (2018 to 2023). Furthermore, Figure 5-c shows that most works are implemented
for online or hybrid courses, with relatively few implemented for the traditional classroom. Therefore, the lower
prominence of administration-focused AIEd and AIEd for the classroom may suggest that the technology’s benefits are
not significantly integrated into the conventional classroom. Further, teachers and students may not fully benefit from
a traditional educational setting.

3.3.2 Profiling. Student profiling and knowledge mapping can help to build a model of a student’s understanding
and may be used to predict their performance. This model may then be leveraged to personalise a student’s learning
Manuscript submitted to ACM
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journey, ensuring that they are directed to appropriate learning materials at a level and in the best format for that
student [116]. A personalised approach, supported via AIEd, may help to alleviate the feeling of information overload
for students [17] and help to target their efforts to receive the maximum results, for instance, in terms of their grades.

Unlike previous knowledge tracing works such as [112], which use deep learning to maximise knowledge tracing
performance, instead [108] and [74] present interpretable knowledge tracing. In [108], Factorisation Machines (FMs),
a supervised machine learning algorithm capable of estimating interactions in sparse settings, are implemented to
estimate student knowledge. Similarly, [74] presents an interpretable method of knowledge tracing; however, it is based
on a Tree-Augmented Naive Bayes Classifier (TAN). Although the works do not include adaptive learning modules, the
interpretable nature of the works may allow helpful feedback to be provided to the student.

Although many existing solutions model students’ knowledge via their interactions with materials, [5] also analyses
inter-student interactions via discussion forums. Such approaches increase the number of domains from which valuable
data may be extracted to build models of students and may encourage soft skills such as communication and teamwork.

Furthermore, in addition to modelling a student’s knowledge, [5] determines their preferred learning style. Therefore,
besides suggesting resources and learning paths for a student, this work may provide suggestions for how the resources
may be presented to maximise their effectiveness for each student.

3.3.3 Teaching Assistance. Aspects of AIEd can support classroom teaching without directly delivering content,
providing some of the support traditionally provided by teaching assistants in some institutes. For example, questioning,
answering, reading, pronouncing words, and answering general course queries [15]. Moreover, it has been suggested
that robotic teaching assistants could provide an additional physical presence in the classroom [15], such as in [57].
AIEd teaching assistant support may respond to the more straightforward issues and free the classroom teacher to
focus on teaching and dealing with more complex problems. Additionally, it may also provide some assessment support;
for instance, in [90], exam papers are automatically screened for evidence of plagiarism and reports evidencing the
suspicion are generated in suspected cases.

NLP and LLMs are commonly used to build chatbots, which may be used to implement such assistance. For example,
[90] implements a question-and-answer chatbot using time series analysis of cloud-based big data to find relevant
information. The chatbot assists students, encourages them to collaborate, and provides teachers with an understanding
of students’ current knowledge. Likewise, in [95], personalised instructions are provided to students, and language
writing and translation are provided using NLP. To support such tasks, Lin et al [64] use a combination of NLP and LLM
methods to classify Dialogue Acts (DA), the function or intentions of a statement. This can then be used to improve
intelligent tutoring systems or to support the automated labelling of datasets.

Similarly, AIEd has been used to help curate teaching and learning materials. For example, Diwan et al., [28]
demonstrate an LLM-based approach to generating narrative fragments, small story-like content to create an interactive
learning pathway. Similarly, in both [59] and [102], LLMS are used to generate questions and answers for students
based on their learning materials. These approaches not only reduce the time burden on educators but also demonstrate
increased student engagement, support elements of personalised learning, and facilitate more effective solo study.

Also using NLP, in [118], a chatbot is implemented to support teachers in learning to use educational software by
answering questions and providing demonstrations on how to complete essential tasks. Furthermore, using school
library resources and topics provided by the teacher, [118] can compile reading lists for their students.

3.3.4 Administration. AIEd has been implemented to improve the effectiveness and efficiency of educational adminis-
tration tasks, such as providing feedback, grading work, secretarial queries, course selection and student admittance
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[15]. Administration work can be time-consuming and labour-intensive, and likely contributes to teacher burnout
[71]. Automating some administration tasks may reduce the pressure on teachers and free them to focus on content
delivery and other important teaching activities. However, [106] reports that AI in educational administration receives
significantly less focus than topics more directly related to teaching and learning. Despite this, there are significant
examples of AIEd providing benefits in educational administration. For instance, automated feedback may reduce
teaching workload and provide increased scalability due to the processing speed, which has been found to increase
student participation in assessments [58]. However, [11] reports that less than 5% of the literature regarding student
feedback considers the teacher’s needs, and therefore, it may not provide the desired reduction in administration
overhead for teachers. Similarly, AIEd has been used to speed up the return of assessment feedback. For instance, in [40],
decision trees are reported as producing accurate predictions of student success, which may be used to aid decisions
regarding student admission, course progression or course selection. More recently, in [43], random forests are reported
to perform well on the same task.

Despite the benefits, serious issues must be considered. For example, if decisions such as student admittance and
grading are automated using AIEd, the AI model must be fair [70]. It must not discriminate against individuals or
groups while favouring others [70]. Such issues can threaten student diversity or cause students to avoid a particular
institution.

3.3.5 Intelligent Tutoring. Intelligent tutoring refers to content delivery tasks typically performed by a teacher and may
include content-specific questioning and answering. Intelligent tutors are often implemented as chatbots using NLP
and LLMs. However, these differ from the administration chatbots, which deal only with administration queries, not
course content. Intelligent tutoring may help provide teaching to those who otherwise have limited access to teachers,
such as those on distance learning courses. Moreover, such applications may help overcome the issues arising from
recent problems regarding low teacher-to-student ratios [18].

Chatbots have been used in several works to provide a space for students to interactively practice foreign languages
two-way, which would traditionally require another competent speaker. For example, Gengobot [41] is a chatbot
designed to support the practice of the Japanese language. Moreover, Gengobot is combined with a social media
application [42], which reported increased student confidence and motivation compared to working with teachers.
Similarly, [65] uses a combination of NLP and LLMs to help students practice their English reading through student-AI
co-creation of questions, and was reported to improve student motivation and low-level understanding. This concept
is an expansion on the Student Question Generation (SQB) pedagogical approach, where students create their own
questions based on what they have learned. The concept of using intelligent tutors to practice languages is further
extended in [88], where a chatbot is integrated with Virtual Reality (VR) to enable students to practice the Korean
language.

LLMs are a relatively recent advancement and may offer the potential to generate educational content and provide
automated interaction to increase student engagement [51]. Chat-GPT [35] is a particularly popular LLM that has gained
significant interest recently. Furthermore, it has been successfully demonstrated in educational settings, providing
interactive questions and answers for students [82], curating learning materials [48], producing assessment questions
[9], assessing student answers [79], and providing explanations [68].
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3.4 Contemporary and Future AIEd Issues and Challenges

Despite the advantages that AIEd brings, it also presents several issues. For instance, the recent introduction of LLMs
and generative models may present issues with trust and misinformation.

3.4.1 Privacy and Ethical Concerns. Like other AI methods, AIEd collects and analyses large amounts of data. The
large-scale data collection of students may present human rights and related privacy and ethical issues [46]. Furthermore,
[46] highlights several additional concerns regarding AIEd, such as personal privacy, freedom of choice, long-term
implications, and choices regarding students below the age of legal adulthood. For instance, inclusiveness should be
protected, and decisions and predictions should not discriminate against students based on protected characteristics
such as gender, ethnicity, and additional learning needs [6].

Similarly, AIEd should be transparent [46], meaning informed consent must be gained before collecting data. It
should include an explanation of the data to be collected, the data processing methods, and how the data will be used [7].
Similarly, AIEd should not be allowed to become a “black box”; instead, any predictions produced should be explainable
so that teachers, students, and parents can understand [22]. This should allow for decisions and predictions to be
explained and justified.

Similarly, protecting personal data is a legal requirement. Once data has been collected, it must be protected; this
includes controls on how the data is managed, where it is stored, and who has access to it [46]. Furthermore, security
procedures must be in place to ensure safeguards against data breaches, for example, protection from cybercriminals
[104]. Moreover, to ensure the trustworthiness of AIEd, UNESCO highlights six challenges that should be solved [89]:
lack of comprehensive public policy, exclusion and inequity, teachers’ unpreparedness for AI, the requirement of quality
data systems, need for significant AIEd research, and the need for a holistic comprehension of ethics.

3.4.2 Generative Pre-trained Transformers and Large Language Models Trust and Validation. Unlike traditional chatbots,
which use tree-based pre-generated responses, generative models have a significantly more extensive range of responses
for broader topics. However, they are much more prone to grammatical and linguistic errors [78]. Furthermore, such
technology presents additional issues such as copyright issues, bias, unfairness, difficulty distinguishingmodel-generated
answers from human-generated answers, training costs, data privacy, content errors, and more [3, 51].

For example, as users are unlikely to be aware of the source of information provided by models, they may not be
mindful of copyrighted content and their rights and responsibilities in using this information. Furthermore, copyright
and intellectual property owners may find it difficult to control and enforce their rights if their materials are used
within training datasets.

Similarly, the model’s output may contain unchanged phrases or sentences from the training set. This further presents
opportunities for copyright violations and the possibility of unintended plagiarism, for example, for students or authors
[51]. To the best of the authors’ knowledge, there is not yet a widespread consensus on using generative models in
published articles. Currently, many journals allow such content if authors declare it. However, such policies do not
explain the process of dealing with issues that arise from their use. Furthermore, it is often challenging to differentiate
between model-generated and human-generated content, which presents related problems in authorship and plagiarism
detection for students and authors [33]. Therefore, developing improved methods of detecting generated content would
be of significant value.

Furthermore, it is also difficult to validate the correctness of the information provided by generative models, which
are susceptible to an issue known as hallucination, whereby the models produce convincing information that is incorrect
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[8]. It is, therefore, difficult to verify the correctness of the information produced. Methods of verifying the correctness
and source of the information would help improve confidence in using such models. Moreover, as such methods are
relatively new, the long-term implications are unknown or untested. For example, students and teachers may become too
reliant on generative models. This may result in laziness and a lack of motivation for personal learning and development.

Alternatively, Small Language Models (SLMs) have recently been introduced as an alternative to LLMs. SLMs are
trained using smaller datasets and usually produce simpler models that are faster to train [113]. Early results have
suggested that SLMs may outperform LLMs in specific domains, such as medical exams [38]. However, due to the more
simple model and limited training dataset, SLMs may produce less accurate language in terms of writing style and
grammar [113]. Therefore, if the writing of SLMs could be improved in terms of grammar and style, they may be a
promising direction for future work in developing AIEd for specific academic subjects.

3.5 The Evolving Landscape of Academic Integrity with Generative AI

The increasing reliance on Generative AI (GAI) has given rise to concerns about academic integrity, as students
can misuse it to produce plagiarised or fabricated content. It poses immense concerns regarding the authenticity of
educational assessments as well as the validity of learning / knowledge maps when it comes to outcomes. This section,
in its consideration, explores two consequential problems. It examines current work surrounding how learners misuse
generative AI. Second, we address proactive detection and prevention mechanisms that would help curb such misuse.

3.5.1 The Misuse of Generative AI by Students. Students have also been swift to adopt generative AI tools (i.e., ChatGPT,
Bard) to complete academic work, raising widespread integrity concerns. Weber et al. [114] highlighted that students are
increasingly using AI to complete tasks like essays and coding homework. Similarly, Bobula et al. [10] surveyed students
and found that over a third of students used AI tools for assignments, despite acknowledging it was misconduct.

Educators emphasise that presenting AI-generated text as one’s own is plagiarism [31, 49]. Further, Wach et al. [109]
emphasised that AI misuse extends beyond the academic context, threatening the overall reliability of information
environments. Moreover, Johnston et al. [50] demonstrate that students recognise AI’s value as a learning tool but
also view its misuse. The over-reliance on AI not only undermines authentic intellectual development but also lowers
the value of the integrity of educational assessments [10]. The study by Liang et al. [62] examines GAI’s potential
to transform teaching and learning in HE, particularly in social entrepreneurship education. It identifies three key
areas where GAI enables new forms of interaction: collaborative learning, knowledge connectivity, and theory-practice
integration. While promising, the research notes limitations such as its qualitative nature, narrow scope, AI hallucination
and bias inheritance. The existing literature highlights how large language models have paved new avenues for academic
misconduct while rendering detection increasingly challenging.

As highlighted by Cotton et al. [23] and Dwivedi et al. [30], the need for new institutional policies has been made
even more urgent due to AI’s blurred ethical boundaries. The research identifies the possible benefits and inherent risks
of using generative AI in academic institutions. Marchal et al. [69] taxonomy of actual misuse tactics suggests advanced
means used by threat actors in various modalities. In contrast, Perkins et al. [93] study reveals that teaching staff tend to
struggle in detecting AI-assisted submissions. Furthermore, Williams et al. [115] analysis centres on the severe ethical
issues surrounding the deployment of generative chatbots in education, namely data privacy, algorithmic bias, and
student agency. As per Akpan et al. [1], the mounting use of conversational AI tools in industries is both enhancing
their potential for instruction and research and widening areas of concern regarding plagiarism, misinformation, and
intrusion into privacy. Shepherd [103] further illustrated how students in cybersecurity education have strategically
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misused generative AI, highlighting the urgent need for both technical solutions and adaptive pedagogical frameworks.
Preserving academic integrity in the era of generative AI demands a hybridised approach that harmonises technological
advancement, behavioural insight, and visionary educational reform.

3.5.2 Detection and Prevention Mechanisms. A diverse array of AI-content detection systems [114] has been developed
to address academic misconduct, yet empirical evaluations reveal significant performance limitations. Tools such as
GPTZero [39], OpenAI’s Text Classifier [83], and DetectGPT [75] have undergone systematic analysis, demonstrating
only moderate efficacy. For instance, GPTZero exhibited approximately 65% sensitivity in identifying AI-generated
medical texts [39], while DetectGPT’s perturbation-based method showed diminished effectiveness when exposed to
paraphrased outputs [75]. These findings align with broader critiques by Perkins et al. [92], who argue that detector
reliability is often overestimated and that transparent benchmarking practices are urgently needed. As such, detection
technologies alone remain inadequate, underscoring the imperative for integrated academic integrity strategies. Such
limitations underscore the importance of preventative measures and alternative assessments over detection tools.

In response, educational institutions increasingly prioritise transparent governance frameworks and reconfiguration
of assessment methodologies. Universities are revising honour codes and embedding explicit guidelines regarding AI
utilisation within course syllabi [72, 110] to foster a culture of academic honesty. Concurrently, there is a pedagogical
shift towards designing AI-resilient assessments, such as multi-phase research projects, oral examinations, and reflective
writing assignments that emphasise higher-order critical thinking [32, 44]. For example, in one of our related works,
[53], we propose "auto-assessment of assessment" whereby students are presented with multiple-choice questions based
on the content that they have submitted to check authorship. Importantly, as Lim et al. [63] argue, absolute prohibitions
on AI usage are neither feasible nor conducive to educational development. Instead, institutions should "accept, adapt,
and integrate" AI technologies within curricula to enhance learning outcomes [44].

The increased utilization of generative AI tools within learning spaces brings short-term and long-term problems
to schools. As students see these technologies as beneficial tools for learning, instructors have a complex landscape
where positive potential must be weighed against dire academic integrity risks. Current detection mechanisms have
repeatedly failed to identify AI-generated work, further emphasising the ineffectiveness of traditional approaches in
maintaining academic standards. This technological challenge requires a more nuanced and integrated response from
institutions of learning. The future of education demands an integrated response that acknowledges the certainty of
technological advancement while ensuring authentic intellectual growth through innovative means of evaluation and
healthy institutional policy. This congruence is crucial for protecting the dignity of scholarly endeavours while allowing
meaningful learning experiences within an increasingly AI-enhanced setting.

3.6 Discussion

There is a consensus in the literature on the importance of establishing a foundation of AI knowledge and standard
terminology for both educators and students. Therefore, this section began by providing foundational knowledge and
terminology to support their understanding of subsequent sections. However, it is beyond the scope of this article to
provide a complete representation of the field of AI, and readers are encouraged to consult more comprehensive sources
such as [98].

Building on the foundational background in AI, the discussion next turned to the landscape of publicly available
datasets that support research and development in AI-driven education, as evidenced in the literature. Table 3 provided
an overview of such datasets that support various AIEd research. In particular, ample datasets are available for prediction
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and knowledge mapping activities. However, it is clear that there are gaps, for example, in the availability of datasets
for alternative activities such as course administration, teaching assistance, intelligent tutoring, and more. Similarly,
there is a clear focus on dataset availability in STEM-related subjects, particularly mathematics. In contrast, non-STEM
disciplines—such as the humanities, social sciences, and arts—remain significantly underrepresented. This imbalance
limits the applicability and generalisability of AIEd tools across the full spectrum of academic disciplines, potentially
reinforcing subject-area inequities and marginalising learners and educators in non-STEM fields.

Despite the datasets lacking diversity in subject matter, the literature demonstrates more diversity in AIEd applications.
For example, Table 4 provides an overview of AIEd applications, including material curation, performance prediction,
intelligent tutoring, and more. Further suggesting the desire for more diverse datasets. However, significantly fewer
studies have addressed AIEd in administrative domains, despite substantial opportunities to automate repetitive and
time-consuming tasks. Leveraging AIEd in this context could reduce educators’ administrative burden, allowing them
to dedicate more time and attention to pedagogical activities and student engagement.

Granted, the advantages of AIEd are substantial and well documented; however, several contemporary issues and
challenges have been identified. Such as privacy and ethical concerns, as well as trust in the feedback provided by AIEd
models. Therefore, there is a clear and urgent need for reform in terms of academic policy as well as technological
advancements to encourage trust in and the adoption of AIEd.

The increasing misuse of GAI by students in assessments raises complex and pressing concerns for educators,
institutions, and policymakers alike. While AI offers substantial educational potential, its unregulated use in evaluative
contexts challenges academic integrity, assessment validity, and learning outcomes. Although there are several detection
methods available, the reliability and accuracy have been questioned in the literature. Therefore, there is a pressing
need for technical solutions, adaptive pedagogical frameworks and reform of educational policy.

4 RECOMMENDATIONS FOR FUTURE AIED PLATFORMS AND APPLICATIONS

After reviewing the strengths and limitations of the literature, the authors propose several recommendations for future
AIEd platforms. They suggest that AIEd should be:

• Grounded in relevant educational theory.
• Explainable, whereby users can see what sources, processes, and deductions have influenced the result received.

Furthermore, this may include controls against issues regarding generative models creating false information.
• Fair, users should not be discriminated against due to their personal characteristics (i.e., ethnicity, gender,

sexuality, etc.), for example, when decisions or predictions are made regarding their future performance or
course admittance.

• Integrated with traditional classrooms where appropriate. The benefits of AIEd can benefit teachers and students
if implemented appropriately in traditional educational platforms.

AIEd has the potential to support education and learning significantly. However, it must be grounded in educational
theory to ensure that the technology has the maximum impact on learning [84]. It should also consider pedagogical,
social, cultural, and economic aspects [84]. Furthermore, many existing applications explored in this article are not
integrated with traditional classrooms, thus limiting their impact on mainstream education. Therefore, future AIEd
should be developed in collaboration with teachers, other stakeholders, and policymakers to ensure its relevance
in classrooms [100]. Further efforts should be made to integrate other classroom systems, such as attendance and
attainment monitoring, to provide socially responsible data-driven approaches to AIEd.
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Furthermore, to the best of the authors’ knowledge, the current literature does not address how models are updated
over time to ensure that a student’s knowledge remains accurately mapped. For example, how would it deal with
students forgetting information that they had previously learned? Moreover, [20] suggests that AIEd prediction could be
expanded to include further essential applications, for instance, by predicting assignment deferments, late completions,
dropouts, and narrow passes [20].

Another significant issue noted throughout this article is the current reliance on deep learning methods. Such
methods are often described as "black box" because it is difficult for humans to understand how the models arrive at
their conclusions. Where AIEd predicts important factors such as students’ grades or the likelihood of them dropping
out, it is crucial that humans can check and verify such decisions. However, this is not possible with current "black box"
methods. Therefore, future efforts should be made to ensure that future AIEd applications are explainable. The literature
describes various methods of producing explainable AI, for example, "white box" models such as linear models and
decision trees [29]. Further methods of promoting explainability are described in [29].

A related issue is the lack of diversity of available AIEd datasets regarding the subjects and educational aspects
provided. The majority of the datasets provide only science-based subjects. Similarly, the majority of datasets are
designed for educational aspects such as performance prediction and knowledge mapping tasks. However, material
curation and intelligent tutoring have received little interest in terms of datasets. The lack of such datasets will severely
limit the projects that researchers can conduct. Therefore, efforts should be made to collect, prepare, and share datasets
to fill such gaps.

5 SUMMARY

From the recent literature, several modern issues with AIEd and similar applications have been identified to help
minimise their potential effects. Despite the plethora of helpful applications described, some aspects of the current
research may present problems. For example, many recent works, such as [20, 25, 101, 113], are implemented using
deep learning. Deep learning is a powerful concept shown in many domains to produce superior performance. However,
such methods are not explainable, making it difficult to explain or justify the results generated [117]. Therefore, more
explainable approaches may present an opportunity to provide early intervention. For example, if a reason for a student’s
dropout or poor performance is provided, the cause may be acted on to prevent it. Similarly, there is a growing trend in
using LLMs, for example, in works such as [59, 88, 102]. Such works demonstrate the range of applications that LLMs
can achieve; they are vulnerable to hallucinations and may present fabricated information in their answers [4]. An
alternative approach which may present promising avenues for future research is SLMs. SLMs have been shown to
produce high performance in limited domains; however, as they are trained on smaller datasets, they often produce
poor grammar and writing [113]. Therefore, improving the written language level in SLMs could benefit AIEd. For
example, they may be particularly beneficial for subject-specific applications, reducing the potential for hallucination
and providing superior subject-specific performance compared to LLMs.

Moreover, this research highlighted several aspects of AIEd and education that have not received sufficient attention
in recent years. For example, AIEd is not being developed and integrated into mainstream classrooms; instead, the
majority of applications focus on online education. This is a missed opportunity for widespread impact. Similarly, it may
help lessen the workload of teachers, many of whom are planning to leave the profession in the near future because
of their workload. Similarly, applications focused on administration tasks and intelligent tutors also received little
attention. Such applications may again lessen teachers’ workloads but also provide opportunities to expand high-quality
education to those who may not have access to it.
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Similarly, we also addressed the growing and evolving issue of academic misconduct, particularly that related to
student misuse of GAI in assessment. It is evident from the literature that current detection and prevention mechanisms
are not adequate, and further measures are required to ensure academic integrity. This developing and multifaceted
problem requires a cohesive methodology that blends technological advances, behavioural analysis, and forward-
thinking pedagogical reform.

Furthermore, this work has also provided a range of recommendations for future applications to ensure fairness and
to maximise the impact of such work in the future. However, despite these contributions, there is potential for future
work. For example, as suggested in [66], a prospective meta-analysis of AIEd may provide more critical information,
which may assist in shaping future AIEd platforms. Furthermore, to the best of the authors’ knowledge, no current
survey in the literature focuses on AIEd purely from a classroom-based teacher’s perspective. Moreover, as many AIEd
platforms are aimed at distance learners, a future study regarding the usefulness of avatars for intelligent tutors may
be helpful for future AIEd research and platforms. As highlighted in this work, there is an imbalance in the focus of
AIEd in traditional and online classrooms. Therefore, such a review explaining potential barriers to future development
would be advantageous.

Despite the contributions of this research and the authors’ best efforts, some potential limitations of the study
remain. For example, as described in 2, only research published within the past five years was included for the reasons
described and justified earlier. Despite the important justification for this range, it may have unforeseen consequences.
For example, it may have affected the range of applications and topics within the identified literature and their relevant
appearance frequencies. For example, the use of LLMs was prevalent in this period. Therefore, some readers may wish
to consult reviews with more historical AIEd content. Additionally, this research does not consider whether such AIEd
methods would be accepted by students, teachers, and other relevant stakeholders. If the technology is not accepted,
then it cannot have an impact. Therefore, future work should investigate the needs and wants of potential users and
identify methods for increasing the acceptance of AIEd.

6 CONCLUSION

This study has surveyed recent works in AIEd, providing a taxonomy of applications, an overview of available datasets,
and insights into emerging trends, including the use of deep learning, LLMs, and SLMs. While these approaches offer
significant potential, challenges such as a lack of explainability, risk of hallucinations, and limited integration into
traditional classrooms remain. The review also highlights underexplored areas, including classroom-based teacher
support, administrative applications, and strategies to mitigate academic misconduct. Future research should address
these gaps, improve model interpretability and language quality, and consider user acceptance to ensure that AIEd
applications are both effective and widely adopted, ultimately supporting equitable, high-quality education.
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