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Abstract 1 

Blockchain technology, originally designed as a secure and immutable ledger, has expanded 2 

its applications across various domains. However, its scalability remains a fundamental 3 

bottleneck, limiting throughput, specifically Transactions Per Second (TPS) and increasing 4 

confirmation latency. Among the many proposed solutions, sharding has emerged as a 5 

promising Layer 1 approach by partitioning blockchain networks into smaller, parallelized 6 

components, significantly enhancing processing efficiency while maintaining decentraliza- 7 

tion and security. In this paper, we have conducted a systematic literature review, resulting 8 

in a comprehensive review of sharding. We provide a detailed comparative analysis of 9 

various sharding approaches and emerging AI-assisted sharding approaches, assessing 10 

their effectiveness in improving TPS and reducing latency. Notably, our review is the first to 11 

incorporate and examine the standardization efforts of the ITU-T and ETSI, with a particular 12 

focus on activities related to blockchain sharding. Integrating these standardization activi- 13 

ties allows us to bridge the gap between academic research and practical standardization 14 

in blockchain sharding, thereby enhancing the relevance and applicability of our review. 15 

Additionally, we highlight the existing research gaps, discuss critical challenges such as 16 

security risks and inter-shard communication inefficiencies, and provide insightful future 17 

research directions. Our work serves as a foundational reference for researchers and prac- 18 

titioners aiming to optimize blockchain scalability through sharding, contributing to the 19 

development of more efficient, secure, and high-performance decentralized networks. Our 20 

comparative synthesis further highlights that while Bitcoin and Ethereum remain limited to 21 

7–15 TPS with long confirmation delays, sharding-based systems such as Elastico and Om- 22 

niLedger have reported significant throughput improvements, demonstrating sharding’s 23 

clear advantage over traditional Layer 1 enhancements. In contrast to other state-of-the- 24 

art scalability techniques such as block size modification, consensus optimization, and 25 

DAG-based architectures, sharding consistently achieves higher transaction throughput 26 

and lower latency, indicating its position as one of the most effective Layer 1 solutions for 27 

improving blockchain scalability. 28 

Keywords: Blockchain Scalability; Blockchain Sharding; Layer 1 Sharding; Scalability; 29 

Sharding; Artificial Intelligence. 30 

1. Introduction 31 

Blockchain is a series of blocks of information securely linked to each other that 32 

grows chronologically and has timestamps with dates or times. It can be divided into two 33 

types: public blockchain and consortium blockchain. A public blockchain is one where 34 
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Off-chain 

Processes or stores data outside 
the blockchain while maintaining 

verifiable links to it. 

On-chain 

Stores and executes transactions 
directly on the blockchain ledger. 

Data Transportation 

Transfers data reliably between 
nodes and layers through secure 

communication protocols. 

 

Figure 1. Blockchain layers. 

the network is accessible to everyone, while a consortium blockchain is restricted to a  35 

group of organizations within the network. But this technology was mentioned in 1991 by  36 

Stuart Haber and W. Scott Stornetta, who introduced a digital document system that had a  37 

time-stamping feature, thus it is not a new idea [1]. It gained popularity with the rise of  38 

Bitcoin as a cryptocurrency and has since expanded to incorporate smart contracts, which  39 

are self-executing agreements where code automatically enforces predefined conditions.   40 

When smart contracts are incorporated, they help execute code and digitize contracts  41 

that may be applied to smart city services like voting [2], bills [3], identity management 42 

[4–7], and governance [8,9], enhancing security through immutability, integrity, and au- 43 

ditability [10]. 44 

Despite what blockchain may offer, blockchain faces scalability challenges, a critical 45 

issue highlighted in literature across domains like Smart City [9,11–13], Software-defined 46 

Networking [14–16], Identity Management [10,17,18], and Metaverse [19]. Scalability 47 

concerns arise with the increase in the number of nodes and transactions in a blockchain 48 

network, impacting performance, which is generally measured as Transactions Per Second 49 

(TPS) and latency1. In the mainstream blockchain technology, Bitcoin processes 7 TPS with a 50 

10-minute confirmation time [20], whereas Ethereum improves on this with 15 TPS and a 19- 51 

second confirmation time [21]. However, these figures are low when compared to a network 52 

platform like VISA, which can perform up to 24,000 TPS with instant confirmation [20]. In 53 

order to make blockchain a widely adopted technology, the blockchain performance needs 54 

to be on par with VISA’s by improving its scalability [22]. Compared with these baseline 55 

figures, early static sharding systems such as Elastico [23] demonstrated improvements 56 

beyond the performance of Bitcoin and Ethereum, and subsequent layered and dynamic 57 

sharding designs [24–26] continued this trend. These comparative results indicate that 58 

sharding achieves higher throughput and lower latency than consensus modifications 59 

or block size adjustments, reinforcing its position as a state-of-the-art Layer 1 scalability 60 

technique. Therefore, improving blockchain scalability has been an interesting research 61 

avenue for many researchers. 62 

Addressing scalability involves examining blockchain’s three-layer architecture, with 63 

each layer offering potential scalability enhancement opportunities [20,22,27,28]. When 64 

blockchain processes are separated into different layers as depicted in Figure 1, it is easier 65 

to understand how blockchain architecture or structure interacts with different elements. In 66 

blockchain, Layer 0 underpins data transportation [29], Layer 1 constitutes the blockchain 67 

architecture itself (on-chain) [27], and Layer 2 operates externally to relieve the on-chain 68 

1 TPS measures the number of transactions a blockchain can process in a second, while latency refers to the 
delay before a transaction is confirmed and recorded. 

Layer 2 

Layer 1 

Layer 0 
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system (off-chain) [27]. Among all the layers, the room for performance improvement is   69 

fundamental in Layer 1 [30–34]. 70 

Various approaches exist in Layer 1 to enhance the scalability performance, such as  71 

introducing new consensus mechanisms (e.g., Proof-of-Authority (PoA) [35], Proof-of-Burn  72 

[35] and Bitcoin-NG [33]), manipulation of block size (e.g., [30,36–38]), applying Directed  73 

Acyclic Graph (DAG) (e.g., [39,40]) and adopting sharding approaches (e.g., [41–44]). Con- 74 

sensus allows for transaction validation by nodes, which is related to scalability via adjust- 75 

ments in block size. However, altering consensus mechanisms and block sizes might lack  76 

long-term viability and adaptability in a blockchain network [29]. Therefore, implementing 77 

DAG and sharding provide more versatile alternatives for handling blockchain transactions. 78 

DAG necessitates a comprehensive redesign of blockchain architecture, enabling concurrent 79 

block generation by allowing multiple vertices to connect to a previous one, thus increasing 80 

transaction capacity [45,46]. In contrast, sharding segments transactions into "shards" for 81 

parallel processing, reducing individual workload. This makes sharding a compelling 82 

Layer 1 approach [22,47], potentially better addressing the blockchain trilemma of secu- 83 

rity, scalability, and decentralization than other Layer 1 based approaches for scalability 84 

improvement in blockchain. Alongside these advancements, recent studies have explored 85 

the incorporation of Artificial Intelligence (AI) to assist in blockchain sharding processes, 86 

such as shard management, node coordination, and consensus configuration (e.g., [48,49]). 87 

The timeline infographic presented in Figure 3 shows the evolution of sharding technology 88 

starting from 2016. Standardization activities have also advanced in parallel. For example, 89 

Recommendation ITU-T F.751.19 [50] defines a framework and technical requirements for 90 

sharded distributed ledger technology, specifying key components and requirements for 91 

scalability and security. 92 

The structure of the paper, illustrated in Figure 2, offers a high-level overview of 93 

the organization of this review. Section 2 reviews prior studies on blockchain scalability, 94 

ranging from broad examinations of scalability challenges to surveys focused specifically 95 

on sharding, and identifies gaps that frame the rationale for our contribution. Section 3 96 

outlines the specific contributions of this work. Section 4 describes in detail the systematic 97 

literature review methodology adopted in this study. Section 5 provides an overview of 98 

sharding and includes a detailed explanation of various sharding techniques. Section 6 99 

highlights the existing standardization efforts exist in blockchain sharding introduced 100 

by major standardization bodies. Section 7 details the key features of these sharding 101 

techniques. Section 8 is dedicated to discussing these features further, while Section 9 102 

explores the lessons learned, the open research issues and future directions. The paper 103 

concludes with Section 10, summarizing the work. 104 

2. Related Reviews 105 

The rapid growth of blockchain applications has motivated numerous review studies 106 

that examine scalability challenges and solutions across different layers of the blockchain 107 

stack. However, these studies vary in scope and depth, with some focusing broadly on 108 

general scalability mechanisms while others target specific techniques such as sharding. A 109 

structured review of these works is therefore essential to situate our contribution within 110 

the broader research landscape, identify what prior surveys have addressed, and highlight 111 

the research gaps that remain unresolved. In the following subsections, we first summarize 112 

general blockchain scalability reviews, then narrow the focus to sharding-specific surveys, 113 

before synthesizing the comparative gaps that provide the rationale for our contributions. 114 
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Table 1. Comparison of the contributions of our review with previous reviews (✓ represents a 

criterion is met). Here, BC and Stand. indicate Blockchain and Standardization, respectively. 
 

Reference, 
Year 

Review Scopes 

BC 
performance 

aspects 

Existing Works on 
BC sharding techniques 

AI-assisted 
sharding 

approaches 

Stand. activities 
on BC sharding 

Remarks 
Static Dynamic Layered 

Hafid et al. 
[22], (2020) 

 

✓ 

     Focuses on performance analysis with 
comparative metrics (e.g., TPS ). However, 
the discussion remains largely conceptual 
and lacks in-depth empirical validation. 

 
Zhou et al. 
[27], (2020) 

 

✓ 

     Provides a broad overview of BC 
performance and scalability solutions 
up to 2020, but the review is partially 

outdated and does not 
reflect the recent developments. 

 
Yu et al. 

[51], (2020) 

 

✓ 

 

✓ 

    Presents a systematic analysis of 
performance and static sharding 
as of 2020, yet the review does 

not address subsequent advancements 
or practical implementation details. 

 
Huang et al. 
[52], (2021) 

 

✓ 

 

✓ 

    Offers a detailed conceptual review 
of performance and static sharding, 

but is limited to prevailing 
techniques up to 2021, with 

minimal focus on evolving trends. 

 
Khan et al. 
[29], (2021) 

 

✓ 

     Emphasizes performance analysis 
in time-sensitive blockchain applications. 

However, the evaluation lacks critical 
depth on technical and implementation 

challenges. 

Sanka and 
Cheung 

[28], (2021) 

 

✓ 

     Analyzes performance using a conceptual 
multi-layer model, but does not critically 

examine limitations or support claims 
with empirical data. 

Liu et al. 
[53], (2021) 

 

✓ 

 

✓ 

    Discusses performance and modular 
architectures for sharding, yet offers limited 
benchmarking or comparative evaluation 

of practical approaches. 

 
Li et al. 

[47], (2023) 

 

✓ 

 

✓ 

 

✓ 

 

✓ 

  Includes discussion of Static, Dynamic, 
and Layered Sharding approaches along with 
performance and security considerations, yet 
the analysis is qualitative and not supported 

by experimental evaluation. 

Nasir et al. 
[20], (2022) 

✓ 
     Surveys performance-related scalability 

challenges broadly, though the discussion 
remains generic and lacks recent advancements. 

 
Hashim et al. 
[54], (2023) 

 

✓ 

 

✓ 

 

✓ 

   Provides analysis of performance and 
consensus mechanisms, identifying unresolved 

challenges,but the discussion is mostly 
conceptual and lacks evaluation 

of recent methodologies. 

Xiao et al. 
[55], (2023) 

  

✓ 

    Describes Static Sharding methods. 
The discussion is introductory and 

does not offer comparative benchmarks 
or detailed application insights. 

 
Liu et al. 

[56], (2023) 

 

✓ 

 
 

✓ 

 

✓ 

  Presents a structured literature-based 
evaluation of performance and sharding schemes. 

However, the review does not include 
quantitative results from real-world deployments 

or simulations. 

Zhang et al. 
[57], (2024) 

 

✓ 

 

✓ 

  

✓ 

  Delivers an in-depth review of performance 
and key sharding components, but omits 
empirical performance evaluation and 

detailed practical guidance. 

Yang et al. 
[58], (2025) 

 

✓ 

 

✓ 

 

✓ 

 

✓ 

  Combines theoretical and experimental 
perspectives on performance, yet lacks 

a structured comparative framework for 
deeper analysis. 

 

 
Our review 

 

 

✓ 

 

 

✓ 

 

 

✓ 

 

 

✓ 

 

 

✓ 

 

 

✓ 

Provides complete coverage, including 
performance, Static, Dynamic, and Layered 

Sharding classifications, and identifies 
AI-assisted sharding approaches, offering 
a holistic and up-to-date synthesis along 

with the inclusion of stand. activities. 
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Figure 2. High-level structure of our review. 

2.1. General Blockchain Scalability Reviews 115 

Although numerous surveys or reviews have examined blockchain scalability across 116 

different architectural layers, none of these focus primarily on sharding techniques and 117 

their classifications. For example, the reviews on general blockchain scalability are de- 118 

livered in [20,22,27–29]. Nasir et al. in [20] provide an extensive review of blockchain 119 

scalability, addressing enhancements across various layers and discussing issues like block 120 

size limitations and consensus mechanism constraints. Nevertheless, only few works on 121 

sharding are explored in [20]. 122 

The survey presented in [22] is oriented more on the classification of existing scalability 123 

solutions, evaluating the trade-offs between security and performance, particularly with a 124 

focus on sharding. Hafid et al. in [22] offer a comparative analysis of various protocols, 125 

emphasizing metrics such as TPS and latency. However, the discussion remains conceptual 126 

and lacks in-depth empirical validation in [22]. Zhou et al. in [27] focus on potential scala- 127 

bility solutions classified within the three blockchain layers: Layer 2 (off-chain approaches), 128 

Layer 1 (on-chain approaches including sharding), and Layer 0 (data propagation tech- 129 

niques). They offer a detailed comparison of these solutions, noting their effects on TPS 130 

and latency, while it does not reflect more recent developments. 131 

    

 

    OVERVIEW 
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Manipulation of a different 

number of shards, and shard 
sizes in Static Sharding [23], [64]. 

 
 

 
On Sharding Open 

Blockchains [25] looking 
into Dynamic Sharding. 

 

 
Static, Dynamic, and Layered Sharding still 
an ongoing research to optimize blockchain 

sharding, including the exploration of 
incorporating AI (e.g., [71]). 

 
2017 2018 2019 2020 Present 

 
2016 2021 2022 2023 2024 

   
Elastico [23] firstly introduced 

blockchain sharding in 
academics looking into Static 

Sharding. 

Pyramid [24] and 
OverlapShard [73] 
looking into Layered 

Sharding. 

An increasing number of research in 

Dynamic Sharding [65], [70]. In 2024, the 
ITU-T released Recommendation F.751.19 

[50] relating to blockchain sharding. 

 

 
Figure 3. Timeline of sharding development from Static (2016) to Dynamic (2020) and Layered (2021) 

approaches, alongside ITU-T’s 2024 standardization framework. 

The survey in [29] shifts focus to scalability challenges in time-sensitive applications, 132 

particularly examining Layer 1 approaches such as increasing block size and modifying 133 

consensus mechanisms. However, the work in [29] lacks the critical depth on technical and 134 

implementation challenges. Meanwhile, Sanka and Cheung in [28] introduce a five-layer 135 

conceptual model consisting of the platform, network, consensus, data, and application 136 

layers. Their survey in [28] provides a comprehensive analysis of the performance and 137 

scalability of existing Layer 1 blockchain approaches. Although one analysis provides a 138 

classification based on write, read, and storage performance, it lacks empirical validation for 139 

its claims. This reflects a broader gap in the literature, where surveys often address general 140 

blockchain scalability without offering a thorough classification or detailed discussion of 141 

specific sharding techniques. 142 

2.2. Sharding-Focused Reviews 143 

There exist few survey works focusing on sharding techniques introduced in the exist- 144 

ing literature [47,51–54]. Li et al. in [47] review state-of-the-art sharding-based blockchains 145 

for both permissioned and permissionless networks. Their work covers Static, Dynamic, 146 

and Layered Sharding approaches, addressing key components, performance, and security 147 

aspects. It also outlines common attack surfaces and countermeasures. However, the 148 

analysis remains literature-based without experimental validation. 149 

The surveys in [51,52] further explore sharding mechanisms and emphasize their 150 

importance for blockchain scalability. For instance, Yu et al. in [51] provide a systematic 151 

overview of major sharding mechanisms, highlighting both efficiency and security limita- 152 

tions. Their detailed comparison and evaluation offer valuable insights into the features, 153 

limitations, and theoretical TPS upper bounds of these mechanisms, serving as critical 154 

benchmarks for understanding the scalability potential of blockchain technology. 155 

Huang et al. in [52] review various sharding approaches, identifying factors to enhance 156 

blockchain performance that provides a detailed review of sharding approaches, empha- 157 

sizing their role in achieving horizontal scaling by dividing the blockchain into shards for 158 

increased TPS. They have thoroughly highlighted the specific challenges, features, and 159 

limitations of sharding through a comprehensive analysis. However, both surveys in [51,52] 160 

fall short in discussing practical implementation details and offer only minimal coverage of 161 

evolving trends. 162 

Meanwhile, Hashim et al. in [54] review various consensus mechanisms for sharding, 163 

suggesting improvements in areas such as cross-shard communication and shard formation. 164 

The review meticulously examines the scalability challenges in blockchain technology 165 

and the approaches offered by database sharding to mitigate these issues. It includes 166 

an in-depth analysis of various sharding consensus mechanisms and provides valuable 167 
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insights into current strategies. Furthermore, they outline significant unresolved challenges, 168 

such as effective shard formation, node assignment to shards, addressing any possibilities  169 

of shard takeovers, and also helping with determining the optimal number of shards in  170 

the blockchain network, yet their review in [54] does not critically assess more recent 171 

methodologies or technological advancements. 172 

Then, the survey in [53] breaks down sharding into functional components and  173 

presents a modular architecture for sharding approaches. While the survey offers valuable 174 

insights into the underlying models and components by detailing key functions such as 175 

Node Selection, Epoch Randomness, Node Assignment, Intra-shard Consensus, Cross- 176 

shard Transaction Processing, Shard Reconfiguration, and Motivation Mechanisms, and by 177 

emphasizing their integration into a cohesive approach, it does not provide a comparative 178 

evaluation of practical implementations or real-world approaches. 179 

While recent studies have concentrated on blockchain sharding technologies, their 180 

analyses offer specific insights. For instance, Xiao et al. in [55] introduce a categorization 181 

of sharding methods into network, transaction, and state sharding, and discusses intra- 182 

slice and inter-slice consensus mechanisms. However, their analysis lacks comprehensive 183 

comparative metrics, benchmarks, and detailed application insights. Similarly, Zhang et 184 

al. in [57] analyzes classical sharding mechanisms by thoroughly examining key compo- 185 

nents such as shard formation, reshuffle processes, intra-shard consensus, and cross-shard 186 

communication. While highlighting the advantages and limitations of existing scalability 187 

approaches, this study does not offer detailed empirical performance evaluations and 188 

practical guidance. In contrast, Yang et al. in [58] provides a comprehensive overview, 189 

integrating theoretical perspectives with experimental evaluations. Although their analysis 190 

captures current advancements and future trends across diverse blockchain ecosystems, it 191 

lacks a structured comparative framework for deeper analysis. 192 

The survey in [56] offers a more structured and comprehensive review by systemati- 193 

cally classifying and evaluating existing sharding approaches for both permissionless and 194 

permissioned blockchains. It introduces a robust evaluation framework based on scalability 195 

(latency, TPS, communication overhead), applicability (e.g., Trusted Execution Environment 196 

dependence, smart contract compatibility, universality, privacy), and reliability (random- 197 

ness and fault tolerance). The study reviews existing sharding approaches and presents its 198 

findings through detailed classification tables and critical thematic analysis. Unlike prior 199 

works, it provides a unified comparative structure, though it remains literature-based and 200 

does not aggregate or analyze quantitative performance data from simulations or testbeds. 201 

2.3. Comparative Summary and Research Gap 202 

To summarize, none of the surveys described above specifically focuses on a com- 203 

prehensive classification of sharding techniques, as one can observe from the comparison 204 

between our work and previous surveys presented in Table 1. While Liu et al. in [53] intro- 205 

duce some features of sharding, it focuses on modular architecture rather than classifying 206 

sharding methods comprehensively. Our review fills this gap by providing a structured 207 

classification of sharding techniques into Static, Dynamic, and Layered approaches, along 208 

with a detailed analysis of features and implications for blockchain scalability. In addition, 209 

it is the first to incorporate and examine standardization efforts, such as those from ITU-T 210 

(e.g., [50]), and ETSI (e.g., [59]), offering a broader perspective that has not been considered 211 

in previous surveys and reviews. Furthermore, our review also identifies AI-assisted shard- 212 

ing approaches and maps them to relevant features such as Consensus Selection and Epoch 213 

Randomness. Most of these approaches are discussed in context but are not included within 214 

our sharding classifications, as they often span multiple functional aspects and remain in 215 

the early stages of development. 216 
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While Table 1 summarizes the scope of prior surveys across performance, sharding 217 

types, AI-assisted approaches, and standardization activities, our review extends the 218 

comparison dimensions by integrating both technical features (e.g., Trust Establishment, 219 

Consensus Selection, Epoch Randomness, Cross-shard Algorithm, Cross-shard Capacity, 220 

DAG, and Availability Enhancement) and practical considerations such as standardization. 221 

This multidimensional approach allows for a more holistic evaluation framework compared 222 

to earlier works, capturing both the technical and practical dimensions of blockchain 223 

scalability and sharding techniques. 224 

3. Contributions 225 

The previous section reveals that, to date, there is no comprehensive review focusing 226 

specifically on sharding classifications within blockchain technologies. Thus, we offer 227 

a unique and thorough review of the research centered on advancements in sharding 228 

methods, an area that has not yet been reviewed in detail. Our review specifically addresses 229 

the gaps in existing studies, aiming to refine blockchain methodologies through an in-depth 230 

exploration of sharding. The main contributions of our review are outlined as follows: 231 

• Our review introduces a structured classification that highlights three distinct sharding 232 

techniques, primarily concentrating on Layer 1. This classification provides a founda- 233 

tion for understanding how each sharding technique enhances blockchain scalability 234 

within the context of secure and decentralized shard-based blockchain systems. 235 

• To provide readers with a broad overview of standardization efforts in blockchain 236 

sharding, we review the initiatives introduced by major standardization bodies (e.g., 237 

ITU-T, ISO/TC 307, IEEE, and ETSI) and key industry consortia. We also highlight the 238 

operational guidelines and technical frameworks proposed by these organizations for 239 

sharding. 240 

• We conduct a systematic literature review, through which we delve into various 241 

sharding techniques to assess their characteristics and limitations. This includes 242 

a thorough examination of key features such as Trust Establishment, Consensus 243 

Selection, Epoch Randomness, Cross-shard Algorithm, Cross-shard Capacity, DAG 244 

Block Structure, and Availability Enhancement, along with recent developments in 245 

AI-assisted sharding approaches, considered within these key feature areas to provide 246 

a comprehensive understanding of each technique and its underlying mechanisms. 247 

• Through a comparative analysis, our review focuses specifically on the performance 248 

outcomes of these sharding techniques, with a particular emphasis on their ability to 249 

increase TPS and reduce transaction latency. This review aims to offer insights into 250 

the effectiveness and efficiency of the different sharding approaches in improving 251 

blockchain performance. 252 

• Based on this review, we derive important insights, identify the major challenges and 253 

provide important future research directions. 254 

4. Methodology 255 

Our review addresses the following questions by concentrating on blockchain scalabil- 256 

ity concerns. As illustrated in the process in Figure 4, this focus allows for the identification 257 

of specific issues from past literature that form the foundation of this review. 258 

To ensure rigor, reproducibility, and comprehensiveness, we adopted a systematic lit- 259 

erature review methodology, following established guidelines in software engineering and 260 

information systems research [60]. A systematic approach was chosen because blockchain 261 

sharding is a relatively new research area (first introduced in 2016 with Elastico [23]), and 262 

studies are dispersed across multiple venues. This methodology allows us to minimize 263 
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Figure 4. Workflow of the systematic mapping process for blockchain sharding review. 

 

bias, justify inclusion/exclusion decisions, and provide a transparent, replicable process 264 

for identifying the most relevant works. 265 

• What are the fundamental obstacles to blockchain scalability, and what strategies have 266 

researchers developed to overcome them? 267 

• What are the methods or techniques used in blockchain sharding along with its 268 

advantages and disadvantages? 269 

• How different sharding methods adapt to the existing challenges? 270 

In the first phase of reviewing articles, sources were obtained from IEEE, Scopus, ACM, 271 

ScienceDirect, and Google Scholar. Keywords were used for the search: “blockchain chal- 272 

lenges”, “blockchain scalability”, “blockchain sharding” and “AI and blockchain sharding“ 273 

to extract the relevant articles. After conducting a consolidated search using all keywords, 274 

a total of 809 articles were identified. These include journal and conference papers. As 275 

blockchain sharding research only started in 2016, the number of related publications 276 

remains relatively small. Moreover, to further filter the articles, these two criteria need to 277 

be taken into account which are: 278 

• Exclusion: Papers published before 2016, uncited works, duplicates, abstracts only, 279 

and non-English publications. 280 

• Inclusion: English language articles published after 2016, with citations, and directly 281 

addressing the research questions. 282 

Publications were chosen for this review based on their relevance to the research 283 

questions discussed earlier. Most pertinent publications are categorized based on the title, 284 

authors, year of publication, and proposed ideas. Followed by the manual filtering process 285 

where each of the chosen publications underwent a detailed analysis. 286 

In the second phase of our methodology, 752 publications remained after duplicate 287 

removal. From these, 177 distinct papers were selected for initial review. These publications 288 

focused on the defined keywords, including blockchain scalability, sharding, and challenges, 289 

including the application of AI in blockchain sharding, as well as broader topics like 290 

cryptocurrency and smart contracts. 291 

The third phase involved a refined relevance assessment based on predefined inclusion 292 

criteria, which focused on methodological depth, technical contribution, applicability to 293 
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sharding-based scalability, and novelty. This process resulted in the selection of 107 papers 294 

that were deemed thematically and methodologically relevant. These comprised surveys, 295 

review articles, conceptual frameworks, system models, and foundational theoretical 296 

studies. 297 

From the 107 papers, a final set of 40 primary studies was chosen for in-depth analysis.  298 

The selection was guided by factors such as citation impact, methodological rigor, system 299 

implementation clarity, and representativeness of different sharding techniques. This final 300 

set consisted of 6 survey articles, 5 review papers, 2 standardization papers, 8 papers on 301 

AI-assisted sharding, and 19 papers describing sharding-based blockchain projects. 302 

To strengthen the reliability and reproducibility of our synthesis, we applied a con- 303 

sistent set of evaluation dimensions across all selected studies, focusing primarily on 304 

throughput (TPS), latency, and cross-shard efficiency. Although the underlying experiments 305 

varied, for example AWS EC2 simulations in Kronos [61], large-scale node experiments 306 

in DL-Chain [62], and protocol-specific testbeds in DYNASHARD [63], our classification 307 

framework (Figure 3) ensured that results were interpreted within these shared benchmarks. 308 

This uniform lens enhances comparability across heterogeneous systems. Nevertheless, 309 

differences in simulation environments, parameter choices, and node configurations can 310 

introduce variability that may limit strict reproducibility across versions of framework com- 311 

ponents. Highlighting these divergences is essential to provide a transparent assessment of 312 

robustness and to caution against overgeneralization of performance claims. 313 

5. Overview of Sharding and its Techniques 314 

In this section, we provide an overview of sharding in blockchain technology and out- 315 

line its three primary techniques: Static, Dynamic, and Layered Sharding. Each technique 316 

offers distinct approaches to partitioning blockchain data, which is important for enhancing 317 

the scalability and efficiency of transaction processing across different blockchain network 318 

conditions. 319 

5.1. Sharding Overview 320 

The concept of sharding, originally derived from database management, involves 321 

dividing a larger database into numerous smaller datasets across various nodes [51]. In the 322 

context of blockchain, sharding was first introduced in [23], subsequently leading to the 323 

development of various sharding approaches (e.g., [24,64,65]). 324 

A blockchain network is divided into multiple shards (say, n number of shards). Each 325 

shard consists of a number of nodes (say, m). This defines the shard size (i.e., the number 326 

of nodes within each shard determines the size of a shard). Then, the total number of 327 

nodes in the blockchain network is n ×  m. Figure 5 illustrates the concept of sharding in a 328 

blockchain network. Each shard maintains its own independent blockchain, processing 329 

its own sequence of blocks (e.g., Block 1 to Block x of Shard 1 in Figure 5) and transactions 330 

without any interactions with other shards (i.e., transactions are processed in parallel within 331 

their respective shards unless a cross-shard communication mechanism is implemented). 332 

When a transaction involves multiple shards communicating with each other, a cross- 333 

shard transaction occurs. Figure 6 illustrates an example process of cross-shard transactions 334 

involving shard 1 and shard 2, where transaction 2 in shard 1 requires communication with 335 

transaction 4 in shard 2 to complete the transaction process. Cross-shard transactions are 336 

more complex because they cause higher latency due to communication between shards, 337 

add coordination overhead to manage transaction steps across shards, and create security 338 

challenges in maintaining consistent and secure data across multiple shards. 339 

The discussion on sharding raises questions about the number of shards, shard size, 340 

and their optimal values, which appear to be inconsistent across different usage contexts. 341 
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Figure 5. Sharding architecture illustrates a sharding approach with n shards (Sn specifically denotes 

the nth shard), each containing m nodes. It demonstrates parallel transaction processing, where each 

shard independently processes transactions within its own sequence of blocks—S1 Block 1 (Shard 1), 

S2 Block 1 (Shard 2), and Sn Block 1 (Shard n). Block x and Transaction x represent the respective block 

number and transaction number within each shard. 

 

This has led to the evolution of sharding techniques, including Static (e.g., Elastico [23]), 342 

Dynamic (e.g., User Distribution [66]), and Layered Sharding (e.g., Pyramid [24]). 343 

5.2. Techniques of sharding 344 

This subsection provides a brief overview of each sharding technique. 345 

5.2.1. Static Sharding 346 

Static Sharding is a technique that determines the shard size and number of shards 347 

based on the number of nodes that will be allocated equally across different shards. Various 348 

predetermined numbers of shards and shard sizes have been tested to determine the optimal 349 

configuration that maximize transaction processing speed and minimize latency. However, 350 

conclusions about the optimal number of shards and shard sizes to enhance sharding 351 

effectiveness are still inconclusive. Static Sharding approaches in public blockchains include 352 

Elastico [23], OmniLedger [64], RapidChain [67], Monoxide [42], Chainspace [43], DL-Chain 353 

[62], and Kronos [61]. Notably, Chainspace [43] integrates smart contracts, while Meepo 354 

[68] represents a consortium blockchain within Static Sharding. 355 

5.2.2. Dynamic Sharding 356 

Compared to Static Sharding, Dynamic Sharding facilitates dynamic resource sharing 357 

to cope with demand. That may allocate the nodes across different shards and dynamically 358 

change the shard sizes and number of shards. Due to the weakness of cross-shard commu- 359 

nication, such as the one discussed in [69], which could exhaust the network and reduce 360 

the scalability benefits of sharding, there is a high cross-shard communication overhead. 361 

An alternative Dynamic Sharding approach is investigated, as mentioned in the sharding 362 

overview section (see Section 5.1). Dynamic Sharding is one of the alternatives to increase 363 

the performance (TPS) of blockchain network that supports smart contracts as it may help 364 

reduce the overhead introduced by cross-shard communication overhead as discussed in 365 

[25]. There are eight different existing research efforts in Dynamic Sharding to the best 366 

of our knowledge, particularly in public blockchain: On Sharding Open Blockchains [25], 367 

User Distribution [66], Dynamic Blockchain Sharding [70], Effective Sharding Consensus 368 
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Figure 6. Cross-shard transaction involves interaction between different shards, such as a smart 

contract transaction from Node 1 in Shard 1 to Node 2 in Shard 2 as shown here. If both accounts are 

in the same shard, it is a normal sharding transaction. Else, Shard 1 sends transaction 2 to Shard 2, 

and Shard 2 verifies and records it as transaction 4 to complete. 

 

Mechanism [65], DYNASHARD [63], AEROChain [71], SkyChain [72] and one consortium 369 

blockchain: Dynamic Sharding Protocol Design [69]. 370 

5.2.3. Layered Sharding 371 

Since all the approaches in sharding employ complete sharding, this significantly 372 

adds additional overhead in ensuring cross-shard transaction atomicity and consistency, 373 

which in turn negatively affects the sharding performance [24]. To overcome this challenge, 374 

Layered Sharding is introduced. In this sharding technique, when a shard(s) is occupied 375 

with transactions, any subsequent transactions of the shard are assigned to a shard having 376 

sufficient processing capability, thereby avoiding the communications overhead that cross- 377 

sharding transaction imposes. Three notable works have investigated the Layered Sharding 378 

technique: Pyramid [24], OverlapShard [73] and SPRING [74]. Unlike complete sharding, in 379 

a Layered Sharding blockchain, the shards can validate and execute cross-shard transactions 380 

directly and efficiently. Though these sharding techniques leverage blockchain employing 381 

cross-shard transactions, there is a big room to further improve the blockchain performance 382 

by further improving cross-shard techniques. 383 

6. Standardization Efforts in Blockchain Sharding 384 

The evolution of blockchain technology has led to increased efforts by international 385 

and industry standards organizations to address scalability challenges, particularly through 386 

the standardization of sharding mechanisms. Organizations including ITU-T, ETSI, ISO/TC 387 

307, IEEE, and several national bodies have each addressed these challenges from distinct 388 

perspectives. While ISO/TC 307, IEEE, and W3C primarily reference sharding in broad 389 

architectural frameworks or performance metrics, it is ITU-T and ETSI that have produced 390 

the most concrete and operational standards for sharding, with ETSI also pioneering 391 

guidelines on AI-assisted sharding. 392 

ITU-T Recommendation F.751.19 [50] specifies a structured framework and technical 393 

requirements for sharded blockchains, delineating an "on-chain sharding" layer composed 394 

of five core functional components: shard management, sharding strategy management, 395 
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intra-shard processing, cross-shard distribution, and cross-shard coordination. Each com- 396 

ponent is defined with mandatory capabilities, and for instance, shard management is 397 

required to oversee the lifecycle of shards and maintain data integrity during auto-scaling 398 

and migration, while sharding strategy management is responsible for mapping transac- 399 

tions to shards to facilitate near-linear scalability. Nevertheless, the recommendation in [50] 400 

primarily describes the objectives to be achieved and leaves substantial implementation 401 

challenges to system developers. These challenges include the design of flexible strategies 402 

and the management of distributed deadlocks. Furthermore, F.751.19 [50] mandates fea- 403 

tures to address critical risks, such as random validator allocation and dynamic reallocation, 404 

but does not prescribe the technical specifics necessary to ensure robust implementation. 405 

The voluntary and high-level nature of the recommendation in [50] may therefore result  406 

in inconsistent or suboptimal deployments, which highlights the ongoing need for more 407 

prescriptive standards and deeper technical analysis as sharding adoption matures. 408 

In parallel, ETSI through its Industry Specification Group on Permissioned Distributed  409 

Ledger, has introduced explicit operational guidance on AI-driven sharding. ETSI GR 410 

PDL-032 V1.1.1 (2025-04) in [59], "Artificial Intelligence for PDL," recommends the use of 411 

predictive models such as Long Short-Term Memory neural networks to forecast transaction 412 

loads and dynamically adjust shard boundaries. The report in [59] documents reductions 413 

of up to 23% in cross-shard interactions compared to Static Sharding. The specification 414 

further details adaptive shard allocation, intelligent cross-shard transaction management, 415 

and AI-based optimization of key DLT functions including security, consensus, and re- 416 

source allocation. While this group report marks a significant advance in standardizing 417 

AI integration with blockchain sharding, its guidelines remain advisory, highlighting the 418 

ongoing need for more prescriptive, implementation-oriented standards to support broader 419 

industry adoption. 420 

Other standardization organizations, such as ISO/TC 307 [75], IEEE [76], and W3C [77], 421 

primarily address blockchain scalability and interoperability through high-level reference 422 

documents. For example, ISO/TC 307 mentions sharding within its frameworks but does 423 

not define specific operational models. IEEE provides a broad set of standards covering 424 

interoperability, the Internet of Things (IoT), and cryptocurrencies, but does not prescribe 425 

sharding-specific techniques. Meanwhile, W3C focuses on ensuring interoperability for 426 

decentralized identity solutions, leaving the technical implementation details to individual 427 

platform developers. 428 

In summary, while the landscape of blockchain standardization is broad, only ITU-T 429 

in [50] and ETSI [59] have advanced detailed, operational frameworks and guidelines for 430 

sharding, with ETSI further pioneering AI-based sharding management. Within the ITU-T 431 

framework, Recommendation F.75-1.19 in [50] provides a focused set of requirements for 432 

blockchain sharding, defining core functional components. While ITU-T’s Recommendation 433 

F.751.19 [50] and ETSI GR PDL-032 V1.1.1 (2025-04) [59] are valuable, their voluntary status 434 

means they provide limited technical depth and lack prescriptive implementation guidance. 435 

This highlights the need for more rigorous technical specifications, comprehensive analysis 436 

of implementation challenges and trade-offs, and a balanced assessment of risks and 437 

benefits as these technologies mature and converge. Meanwhile, the broader standards 438 

community continues to provide essential but more generic frameworks that support 439 

ongoing innovation and convergence in this rapidly evolving field. 440 

7. Features in Existing Sharding Techniques 441 

There has been a large body of research devoted in introducing efficient sharding tech- 442 

niques to date. Each sharding technique has its respective features to enhance blockchain 443 

performance. Beyond classifying sharding into Static, Dynamic, and Layered, our review 444 
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improves the comparison by linking these techniques to seven key features, giving a clearer 445 

and more comprehensive framework for evaluation. This section aims at providing an ex- 446 

tensive review of the works contributing to improving the different features of the sharding 447 

techniques along with the use of AI in relevant features (e.g., [61]). Although features such  448 

as Trust Establishment and Consensus Selection are foundational to blockchain technology 449 

in general, they require substantial re-engineering in sharded architectures to address 450 

decentralized shard formation, shard-specific security, and cross-shard transactional consis- 451 

tency. 452 

The relationship between these features and key functional phases in sharded  453 

blockchain systems is illustrated in Figure 7, further reinforcing their importance as critical 454 

design pillars. Specifically, Trust Establishment relates to the Initialization phase, ensuring 455 

secure and decentralized formation of nodes into shards. Consensus Selection and DAG 456 

Block Structures contribute to Consensus and Block Formation, addressing intra-shard and 457 

cross-shard transaction ordering. Epoch Randomness underpins Security Enhancement by 458 

introducing unpredictability to mitigate shard takeover attacks. Cross-shard Algorithms 459 

and Cross-shard Capacity are integral to Cross-Shard Coordination, facilitating efficient 460 

and scalable inter-shard transaction handling. Lastly, Availability Enhancement supports 461 

Resiliency, ensuring system robustness even under partial shard failures. Although dif- 462 

ferent systems may prioritize certain features differently, these aspects together form the 463 

core foundations that support the scalability, security, and resilience of sharded blockchain 464 

ecosystems. 465 

 

 

Figure 7. Features related to blockchain sharding architectures and their responsibilities. 

7.1. Trust Establishment 466 

Trust Establishment is the process of verifying a node’s or user’s identity to enable 467 

secure transactions within a blockchain. Within Static Sharding, the work in [23] introduces 468 

unique features, such as the Identity Establishment and Overlay Setup for Committees. 469 

Here, each processor autonomously generates an identity composed of a Proof-of-Work 470 

(PoW), IP address, and public key. During the Committee Formation phase, processors 471 

verify each other’s identities by solving a PoW problem with publicly verifiable solutions. 472 

Sharding typically employs a specialized method for identity verification, which can 473 

enhance overall security. However, the reliance on PoW introduces significant scalability 474 

challenges, as its computational demands become increasingly burdensome with network 475 

expansion. 476 

Significant differences are observed in how various blockchain architectures imple- 477 

ment Trust Establishment. For instance, Elastico [23] explores a two-stage Trust Establish- 478 

ment process, potentially enhancing security through multiple validations but complicating  479 

the consensus process and potentially slowing down transactions. Conversely, OmniLedger  480 

[64] and RapidChain [67] emphasize a single primary stage to enhance speed and simplicity,  481 

though this may make them more vulnerable to coordinated attacks. These differences  482 
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underscore the crucial trade-off between security and efficiency in blockchain design, with 483 

each approach offering its own strengths and limitations. 484 

Approaches such as Monoxide [42] and Chainspace [43] do not introduce novel 485 

methods for establishing trust, but instead integrate trust directly into their consensus 486 

mechanisms. Although this streamlined approach could enhance process efficiency, it also 487 

exposes to risks if the consensus mechanism itself is compromised. A notable drawback is 488 

that the absence of separate Trust Establishment feature could hinder these technologies’ 489 

ability to adapt to emergent security threats. 490 

An interesting case is Meepo [68], a consortium blockchain, where Trust Establishment 491 

is inherently assured due to the closed nature of its approach, eliminating the need for 492 

new Trust Establishment methods. This built-in trust simplifies management and keeps 493 

transactions private within the group, but it also restricts the network’s openness and 494 

may not perform well in larger, more decentralized environments, which is a significant 495 

limitation in its design. 496 

Liu et al. in [61] propose Kronos, which establishes trust through a secure shard 497 

configuration mechanism that may utilize PoW, Proof-of-Stake (PoS), or public randomness 498 

to assign nodes to shards and resist Sybil attacks at the entry point. This process ensures 499 

that nodes cannot cheaply fabricate multiple identities during initialization or periodic 500 

reconfiguration. Simulations across thousands of nodes on AWS EC2 validate the effec- 501 

tiveness of Kronos under different network models (synchronous, partially synchronous, 502 

and asynchronous). However, trust is statically assigned: once a node is verified, no ongo- 503 

ing trust reassessment is performed. Thus, if a node initially behaves correctly but later 504 

colludes or becomes compromised, the work in [61] has no built-in mechanisms to detect 505 

or expel it. The security model also critically depends on the honest majority assumption 506 

within shards, which may not hold under economically incentivized attacks. No behavioral 507 

monitoring or epochal re-verification is embedded, posing long-term scalability risks for 508 

highly dynamic public deployments. 509 

Lin et al. in [62] introduce DL-Chain, a sharding system that establishes trust and 510 

node assignment at the start of each epoch using epoch randomness generated by Verifiable 511 

Random Functions (VRFs) combined with Verifiable Delay Functions (VDFs). Each node is 512 

randomly assigned to a Proposer Shard and a Finalizer Committee based on this process, 513 

ensuring fair and unpredictable allocation. This approach prevents adversaries from 514 

concentrating malicious nodes within a single shard, thereby enhancing security while 515 

avoiding the computational overhead of PoW-based approaches. Experimental results with 516 

up to 2,550 nodes demonstrate that the work in [62] random assignment strategy maintains 517 

negligible failure probability and resists targeted shard capture. However, DL-Chain treats 518 

Trust Establishment as a static process within each epoch. There are no mechanisms for 519 

dynamic reassignment or behavior-based penalties during an epoch. As a result, malicious 520 

nodes admitted at epoch formation persist throughout the epoch without recertification or 521 

removal. While this work assumes the underlying randomness process is bias-resistant and 522 

publicly verifiable, it does not explicitly discuss the risks of potential collusion in VRF/VDF 523 

generation. 524 

In Dynamic Sharding, Trust Establishment remains an essential process. However, the 525 

works in [65,70] do not introduce novel approaches. For example, the work in [66] employs 526 

the Louvain Algorithm to facilitate Trust Establishment, yet it uses a well-established 527 

method rather than presenting an innovative approach. However, this reliance on conven- 528 

tional methods may limit the potential for significant improvements in security and system 529 

flexibility. 530 

Liu et al. [63] propose DYNASHARD, which utilizes a secure random process for 531 

managing committee selection to promote fairness and reduce the risk of collusion. While 532 
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the protocol ensures committees are selected via internal randomness, it does not explicitly 533 

specify periodic or epoch-based reshuffling of committees, nor does it present simulation 534 

results quantifying committee diversity or capture rates over time. The Trust Establish- 535 

ment mechanism in DYNASHARD is solely randomness-driven, without incorporating 536 

historical node behavior or penalization for misbehavior in the committee selection process. 537 

Furthermore, the protocol does not describe any external or decentralized randomness 538 

beacon for committee selection, nor does it detail how the randomness source is made pub- 539 

licly verifiable. This lack of external verifiability could limit transparency and potentially 540 

undermine trust in adversarial scenarios. 541 

AEROChain [71] establishes trust implicitly through its dual-shard architecture, where  542 

each node belongs to a physical shard for transaction validation and to a logical shard for 543 

account migration coordination. Both layers use Practical Byzantine Fault Tolerance (PBFT) 544 

for consensus, embedding trust into repeated voting among nodes. However, the approach 545 

lacks mechanisms for behavioral scoring or identity revalidation across epochs. Trust is 546 

static once nodes are assigned, which makes the work in [71] vulnerable to long-term 547 

adversarial drift. The scope in [71] focuses on scalable and balanced account migration, not 548 

direct trust modeling. No trust-specific simulations are presented, and findings center on 549 

the Deep Reinforcement Learning (DRL) based migration model. 550 

SkyChain [72] proposes periodic re-sharding to dynamically reassign nodes across 551 

committees, aiming to balance performance and security in a dynamic blockchain envi- 552 

ronment. Their method leverages an adaptive ledger protocol and a DRL-based sharding 553 

mechanism to adjust shard configurations based on observed network state. However, 554 

identity establishment is handled through Sybil-resistant PoW puzzles, with no additional 555 

cryptographic attestation or behavioral scoring mechanisms in place. The re-sharding 556 

process is explicitly adaptive, driven by the DRL policy rather than fixed or deterministic 557 

intervals. The primary focus of SkyChain is on scalable dynamic re-sharding, with con- 558 

tributions centered around optimizing performance and security trade-offs. Findings are 559 

reported from simulation-based evaluations, focusing on TPS, latency, and safety metrics, 560 

without any explicit trust or reputation evaluation. 561 

Similarly, in Layered Sharding, while trust is inherently addressed in every approach, 562 

one work in [24] adopts an Assignment System for Trust Establishment, whereas another 563 

work in [73] does not propose any specific new method. But inconsistency in addressing 564 

trust challenges underscores the need for more innovative solutions that can better meet 565 

the evolving security demands of blockchain networks. 566 

SPRING [74] implements a Trust Establishment mechanism where nodes undergo a 567 

one-time PoW process at registration. The last bits of the PoW solution directly determine 568 

the initial shard assignment. The protocol employs a reconfiguration phase in which 569 

consensus nodes are regularly shuffled among shards for security, using VRF to generate 570 

unpredictable, bias-resistant randomness for node redistribution and leader selection. This 571 

ongoing reconfiguration mechanism is explicitly designed to prevent persistent collusion 572 

or the formation of static shard compositions. While the initial entry barrier is minimal 573 

compared to protocols with ongoing reputation or slashing, the security model relies on 574 

periodic node rotation and PBFT consensus within shards, not on dynamic behavioral 575 

trust assessment. Therefore, the risk of persistent malicious behavior is mitigated by the 576 

enforced protocol-level reshuffling of nodes, maintaining the integrity and unpredictability 577 

of shard compositions over time. 578 

TBDD [78] introduces a promising response to these limitations through a trust- 579 

based and DRL-driven framework. It integrates multi-layered trust evaluation using 580 

historical, direct, and indirect feedback to generate local and global trust scores. These 581 

scores are used by a decentralized TBDD Committee (TC) to guide re-sharding through 582 
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DRL, classifying nodes into risk levels and reallocating them to enhance security and reduce 583 

cross-shard transactions. Empirical results demonstrate up to 13% improvements in TPS 584 

and significantly better risk distribution under adversarial loads. However, maintaining 585 

accurate trust scores requires frequent updates and cross-node communication, posing 586 

challenges in high-churn environments like IoT. Additionally, aggregated trust metrics 587 

may lag behind behavioral shifts, and the committee structure introduces a potential  588 

point of failure if compromised. Bootstrapping new or low-activity nodes remains a 589 

vulnerability, and the centralized coordination role of the TC raises concerns about long- 590 

term decentralization. 591 

Trust Establishment is a fundamental component of Static, Dynamic, and Layered  592 

Sharding. Static Sharding, leveraging innovative Trust Establishment methods, often 593 

achieves demonstrably superior security. In contrast, Dynamic and Layered Sharding, 594 

reliant on conventional techniques, face inherent limitations in security enhancement and 595 

adaptive system reconfiguration. This reliance not only impedes immediate progress but 596 

also creates a potential bottleneck for future advancements in resilience and agile scaling. 597 

While recent AI-driven frameworks such as TBDD introduce layered trust scoring and 598 

DRL-based re-sharding, they depend on centralized committee coordination and continu- 599 

ous cross-node communication, which may limit scalability in high-churn environments. 600 

Several approaches, including SPRING [74] and DL-Chain [62], treat trust as a static entry  601 

event without behavioral reassessment or epochal refresh, which increases vulnerability to 602 

long-term collusion. Furthermore, trust metrics in many models are not verifiably auditable 603 

or resistant to subtle manipulation, especially under adversarial conditions. 604 

7.2. Consensus Selection 605 

The selection of consensus mechanisms is critical for ensuring the integrity and effi- 606 

ciency of the networks. Various approaches have been developed to enhance the consensus 607 

process [79,80] across different blockchain architectures, each with its unique advantages 608 

and limitations. 609 

Within Static Sharding, Elastico [23] demonstrates a model that leverages PoW along- 610 

side PBFT to establish secure consensus within committees. This hybrid consensus mecha- 611 

nism allows for a Final Consensus Broadcast after achieving agreement within a committee  612 

using a conventional Byzantine Agreement protocol. The final committee aggregates the 613 

results from all committees and uses a Byzantine consensus process to finalize the outcome 614 

then broadcast it to the entire network. The merging of PoW and PBFT is unique, but 615 

handling many committees and combining outcomes may slow down the process and 616 

increase overhead, especially as the network scales. 617 

OmniLedger [64] employs ByzcoinX for its consensus mechanism. ByzcoinX extends 618 

the classical Byzantine consensus by forming a communication tree, where validators are 619 

organized hierarchically to reduce messaging overhead. For example, instead of every 620 

node broadcasting to all others, leaders in each subgroup aggregate votes and forward 621 

them upward, improving efficiency and reducing latency under high transaction loads. 622 

In OmniLedger [64], this enhances the traditional roles of PoW and PoS, which in this 623 

context do not directly contribute to transaction validation but rather to the representation 624 

of validators in the Identity Block Creation process. ByzcoinX addresses the need for more 625 

resilient communication within shards to manage transaction dependencies and improve 626 

block parallelization, even in scenarios where some validators fail. ByzcoinX enhances 627 

shard communication, but its reliance on validators for identifying block production could 628 

lead to inefficiencies or vulnerabilities if coordination fails. 629 

RapidChain [67] offers an Intra-committee Consensus (PBFT) that leverages a unique 630 

gossiping protocol suitable for handling large blocks and achieving high TPS through block 631 
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pipelining. This setup includes a two-tier validation process where a smaller group of 632 

validators processes transactions quickly, which are then re-verified by a larger, slower  633 

tier for enhanced security. Even though speed and security are increased by this two-tier 634 

method, delays may be introduced by the second validation phase. 635 

Monoxide [42] proposes Asynchronous Consensus Zones to scale the block-chain  636 

network linearly without compromising on security or decentralization. Its consensus 637 

mechanism, Chu-Ko-Nu mining, also functions as a Trust Establishment tool by ensur- 638 

ing uniform mining power across zones and introducing Epoch Randomness. Chu-ko-nu 639 

mining, a novel proof-of-work scheme, is employed in Asynchronous Consensus Zones 640 

to enhance security. This allows miners to use a single PoW solution to create multiple 641 

blocks simultaneously, one per zone, ensuring that mining power is evenly distributed 642 

across all zones. As a result, attacking a single zone is as difficult as attacking the entire 643 

network. Asynchronous Consensus Zones of Monoxide [42] provide linear scalability, but 644 

the challenge of synchronizing randomization and coordinating consensus across multiple 645 

zones may lead to increased overhead and latency, particularly in larger networks. 646 

Chainspace [43] utilizes the Sharded Byzantine Atomic Commit (S-BAC) protocol, a 647 

combination of Atomic Commit and Byzantine Agreement protocols, to ensure consistency 648 

across transactions that involve multiple shards. This method guarantees that a transaction 649 

must be unanimously approved by all shards it touches before it can be committed, thus 650 

maintaining transaction integrity. Although the S-BAC protocol maintains high integrity in 651 

cross-shard transactions, the need for unanimous clearance may introduce inefficiencies 652 

or delays, especially as the number of shards increases. In practice, S-BAC works like a 653 

two-phase commit extended to sharded environments. For instance, if a transaction spans 654 

Shard A and Shard B, both shards first enter a ‘prepare’ phase and lock the resources. Only 655 

if both confirm in the ‘commit’ phase is the transaction finalized; otherwise, both shards 656 

roll back. This ensures atomicity across shards, though at the cost of higher communication 657 

overhead. 658 

Meepo [68], on the other hand, does not introduce a new consensus mechanism but 659 

rather employs a non-modified PoA, relying on the existing trust model inherent in its 660 

consortium blockchain framework. The blockchain’s flexibility and openness are restricted 661 

by Meepo’s use of PoA, which makes it less suitable for decentralized or permissionless 662 

networks, even though it simplifies the consensus process in a regulated setting. 663 

Kronos [61] distinguishes between "happy" and "unhappy" paths in cross-shard trans- 664 

action processing. In normal operations, transactions are processed or rejected with minimal  665 

overhead using standard intra-shard Byzantine Fault Tolerance (BFT), while the unhappy  666 

path invokes additional rollback mechanisms to ensure atomicity and shard consistency. 667 

AWS experiments demonstrate that Kronos achieves high TPS and low latency under vari- 668 

ous network synchrony and Byzantine fault conditions. The protocol’s transaction integrity  669 

and atomicity guarantees are established through formal security analysis presented in 670 

this work, rather than through empirical experiments. However, the rollback mechanism 671 

introduces significant communication overhead and increases finalization latency under 672 

persistent fault conditions. Moreover, the protocol assumes low rollback frequency, and 673 

frequent rollbacks in highly adversarial environments could lead to severe TPS degradation. 674 

Kronos also does not dynamically adapt committee memberships or quorum thresholds 675 

based on real-time fault rates, limiting flexibility. 676 

DL-Chain [62] modularizes consensus by dividing transaction proposal and finaliza- 677 

tion into two distinct layers. Proposer shards are responsible for assembling and processing 678 

transactions, while finalizer committees independently validate and finalize these trans- 679 

actions. This architectural separation enhances parallelism and fault isolation, resulting 680 

in significant TPS improvements as demonstrated in experimental results. Node assign- 681 



19 of 46 
 

ment to proposer shards and finalizer committees is performed at the beginning of each 682 

epoch using a randomness process, and these assignments remain fixed throughout the 683 

epoch. Consequently, DL-Chain does not support dynamic reassignment or migration  684 

of workloads during an epoch. In scenarios with highly variable or uneven transaction 685 

loads, some proposer shards may become bottlenecks due to the absence of intra-epoch  686 

load balancing mechanisms. If a finalizer committee leader becomes non-responsive due  687 

to validator churn or failure, DL-Chain employs a view change protocol within the Fast 688 

Byzantine Fault Tolerance (FBFT) consensus algorithm to replace the faulty leader and 689 

restore liveness within the committee. 690 

In Dynamic sharding, DYNASHARD [63] adopts a hybrid consensus architecture,  691 

utilizing BFT for intra-shard transaction validation and a combination of Multiparty Com- 692 

putation (MPC) and threshold signature schemes for global coordination. This design 693 

ensures that transaction commitments, both within and across shards, are achieved with 694 

strong atomicity and security guarantees. The protocol’s evaluation demonstrates resilience 695 

to adversarial behaviors, including collusion and double-spending, through comprehensive 696 

security analysis and simulation-based validation. Nonetheless, the use of threshold signa- 697 

ture aggregation and MPC introduces non-trivial computational and bandwidth overheads. 698 

These cryptographic protocols require each participant to compute and exchange partial  699 

signatures or intermediate values in multiple rounds, significantly increasing the computa- 700 

tional workload and network traffic compared to traditional consensus mechanisms. As 701 

transaction volume and committee size scale, these overheads may impact TPS and latency, 702 

making DYNASHARD less suitable for high-frequency or latency-sensitive applications 703 

(e.g., [64]). Additionally, DYNASHARD does not incorporate early commitment or fast- 704 

finality optimizations, leaving it potentially susceptible to synchronization delays during 705 

periods of peak system concurrency. 706 

AEROChain [71] uses PBFT at two levels: physical shards (validate local transactions) 707 

while the logical shard (handles migration proposals during the reconfiguration phase). 708 

The contribution lies in separating state migration from transaction consensus. This layered 709 

PBFT structure provides modularity but introduces coordination overhead and potential 710 

bottlenecks during high migration volumes. The approach was validated as part of the full 711 

AEROChain simulation, but no consensus-specific benchmarks were isolated. The absence 712 

of fast-path execution or rollback handling limits resilience to stalled consensus rounds. 713 

SkyChain [72] uses standard BFT protocols for intra-shard consensus without mod- 714 

ifications or enhancements. Its novelty lies in DRL-powered re-sharding, not consensus 715 

innovation. Their method assumes fewer than one-third faulty nodes but lacks rollback, 716 

fast-track, or speculative commit techniques. No simulations were presented to test consen- 717 

sus scalability. Thus, while structurally sound, its consensus mechanism is basic, and no 718 

fallback mechanisms are discussed. 719 

While in Layered Sharding, SPRING [74] employs PBFT as the intra-shard consensus 720 

protocol for both A-Shard and T-Shard. The protocol operates under the partial synchrony 721 

assumption common to BFT systems. SPRING’s DRL agent dynamically assigns new 722 

addresses to shards in order to balance transaction load and minimize cross-shard transac- 723 

tions. In parallel, the protocol includes a periodic reconfiguration phase in which consensus 724 

nodes are reshuffled across shards to maintain security and prevent persistent collusion. 725 

While workload imbalance among shards may still arise due to the power-law distribution 726 

of transaction activity, SPRING’s design seeks to balance TPS and fairness without requir- 727 

ing dynamic committee resizing or more advanced consensus adaptations. Experimental 728 

results show that SPRING reduces cross-shard transaction ratio and improves TPS, but 729 

all evaluated consensus groups are periodically rotated and operate under standard PBFT 730 

assumptions. 731 
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In Dynamic (e.g., [25], [65], [70]) and Layered Sharding (e.g., [73], [24]), a key challenge  732 

is designing consensus protocols that efficiently coordinate how blocks are generated and 733 

verified across shards. These approaches typically rely on existing, non-modified consensus 734 

mechanisms such as PoW, PBFT, or byzantine-based techniques, which may not introduce 735 

new consensus mechanisms but are essential for the proper functioning of these sharded 736 

techniques. As the demand for more effective and scalable approaches grows, reliance on 737 

pre-existing consensus processes may limit the flexibility and scalability of Dynamic and 738 

Layered Sharding systems. 739 

Recent efforts have explored the integration of AI into sharding and consensus mecha-  740 

nisms to enhance blockchain scalability, fairness, and energy efficiency. El Mezouari and 741 

Omary in [81] present a hybrid consensus framework that combines PoS for block creation 742 

with AI-enhanced sharding for transaction validation. In their approach, decision tree 743 

algorithms dynamically allocate tasks to shards based on network load and historical node 744 

behavior. Entropy measures and Haversine distance metrics are used to optimize shard 745 

load distribution and minimize cross-shard communication overhead. El Mezouari and 746 

Omary in [81] argue that this model mitigates the centralization risks of pure PoS while 747 

improving decentralization, TPS, and energy efficiency compared to traditional PoW mod- 748 

els. However, incorporating AI-driven shard management introduces challenges related to 749 

algorithmic transparency, susceptibility to model drift, and dependency on high-quality, un- 750 

biased training datasets. Additionally, the operational complexity of coordinating between 751 

PoS and intelligent sharding logic could pose risks to system stability if not rigorously 752 

optimized. 753 

Similarly, Chen et al. in [82] propose Proof-of-Artificial Intelligence (PoAI) as an 754 

alternative to traditional PoW and PoS consensus mechanisms. In PoAI, nodes are classified 755 

into "super nodes" and "random nodes" using Convolutional Neural Networks (CNNs) 756 

trained on metrics such as transaction volume, network reliability, and security posture. 757 

Validators are dynamically selected based on capability scores rather than hash power or 758 

stake, aiming to reduce resource consumption and promote fairer node rotation. While PoAI 759 

offers improvements in efficiency and energy conservation, it introduces concerns about 760 

model explainability, fairness, and vulnerability to adversarial attacks. The criteria defining 761 

"super nodes" could inadvertently concentrate power among high-resource participants, 762 

undermining decentralization goals, particularly if CNN biases are not properly mitigated. 763 

To address the limitations observed in conventional sharding and consensus mecha- 764 

nism designs, emerging AI-augmented mechanisms offer promising alternatives. Consen- 765 

sus mechanisms like PoAI [82] leverage machine learning models to intelligently assign 766 

validator roles, thereby improving transaction confirmation speed and reducing energy 767 

consumption. Similarly, hybrid approaches that integrate PoS with AI-based shard recon- 768 

figuration [81] provide dynamic adaptability to evolving network conditions. However, 769 

despite demonstrating measurable performance improvements, these AI-driven designs in- 770 

troduce new challenges related to transparency, fairness, and adversarial resilience. Future 771 

work must critically address these issues, including enhancing model interpretability, safe- 772 

guarding against manipulative behaviors, and developing lightweight validation protocols, 773 

before widespread deployment in permissionless blockchain environments can be realized. 774 

Li et al. in [83] focuses on improving TPS in sharded blockchain systems through 775 

optimization of consensus-layer parameters, such as block size, shard count, and time in-  776 

terval. It introduces Model-Based Policy Optimization for Blockchain Sharding (MBPOBS),  777 

a Reinforcement Learning (RL) framework that uses Gaussian Process Regression to model  778 

blockchain performance and guides parameter optimization via the Cross-Entropy Method. 779 

The DRL component is used to predict performance outcomes and select optimal con- 780 

figuration policies in a sample-efficient manner. Simulation results show that MBPOBS  781 
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yields substantial TPS improvements (1.1×  to 1.26×) compared to model-free RL baselines 782 

(Batch Deep Q-learning and Deep Q-Network with Successor Representation). The pri- 783 

mary strength of this work lies in its statistically grounded, sample-efficient method for 784 

optimizing consensus-related parameters. However, the study is limited to consensus 785 

performance and does not incorporate aspects such as trust, shard reliability, or cross-shard 786 

fault tolerance. Additionally, all evaluation is performed in a simulated environment, 787 

though the model’s robustness is tested under varying rates of malicious nodes (adversarial 788 

settings). 789 

In conclusion, while these various consensus mechanisms provide effective approaches  790 

for managing blockchain transactions across different systems, they also present challenges 791 

related to scalability, reliability, and complex implementation. A thorough evaluation of 792 

each approach is essential to determine the best strategy for maintaining system perfor- 793 

mance and security. The scalability and adaptability of blockchain networks, especially in 794 

large or dynamic environments, are at risk due to bottlenecks or inefficiencies, whether 795 

from traditional consensus mechanisms or newer, more complex methods that could cause 796 

new complications. Although AI-based models such as PoAI, hybrid PoS-AI designs, and 797 

model-based optimization frameworks have shown measurable improvements in simula- 798 

tion settings, most have not been validated under real-world or adversarial conditions. In 799 

addition, many of these approaches do not address Trust Establishment, cross-shard fault 800 

tolerance, or model explainability, limiting their practical assessment for deployment in 801 

decentralized environments. 802 

7.3. Epoch Randomness 803 

The integration of Epoch Randomness within various sharding techniques significantly 804 

enhances the security and fairness by introducing unpredictability in node and shard 805 

assignments. This feature is crucial for preventing manipulation and ensuring equitable 806 

distribution of network load and responsibilities. Epoch Randomness enhances security, 807 

but its application across different sharding techniques presents challenges in balancing 808 

operational efficiency with increased complexity. 809 

In Static Sharding, Epoch Randomness is implemented through distinct methods in 810 

several approaches. Elastico [23] employs a Distributed Commit-and-XOR method, which 811 

creates a biased yet constrained set of random values that directly influence the PoW 812 

challenges in the subsequent epoch. This method ensures that randomness plays a role 813 

in the mining process, which helps strengthen security by making it harder for attackers 814 

to predict or manipulate the mining outcomes. Although the Commit-and-XOR method 815 

improves security, its complexity could result in excessive overhead, which may impact 816 

network efficiency as the network scales. OmniLedger [64] uses a combination of VRF 817 

[84,85] and RandHound [86], which ensures the randomness is both unbiased and unpre- 818 

dictable. RandHound’s approach, which involves dividing servers into smaller groups and 819 

using a commit-then-reveal protocol, ensures that the randomness includes contributions 820 

from at least one honest participant, thus maintaining integrity. The reliance on multiple 821 

server groups and protocols may slow down the process, especially in larger networks, 822 

potentially impacting overall performance. RapidChain [67] opts for a Distributed Random 823 

Generation protocol optimized by a brief reconfiguration protocol based on the Cuckoo 824 

Rule [87], allowing for rapid and unbiased randomness generation essential for its opera- 825 

tional efficiency. Although RapidChain’s method speeds up transaction processes, it may 826 

not be able to expand when more complex random choices are required. As the need for 827 

sophisticated approaches grows, scalability issues may arise within blockchain networks. 828 

Kronos [61] generates epoch randomness for shard assignment using public random- 829 

ness, which can be derived from PoW, PoS, or other secure sources. This process provides 830 
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non-predictable, deterministic validator assignment. The protocol is designed to ensure 831 

consistent shard diversity and resilience against validator collusion through its random 832 

assignment process, assuming the underlying randomness is secure. However, if the 833 

randomness generation relies on PoW or PoS outputs rather than a publicly verifiable 834 

randomness beacon, it may be vulnerable if those outputs become skewed or dominated  835 

by a colluding miner or staker group. 836 

DL-Chain [62] generates randomness at each epoch using outputs VRFs, which pro-  837 

vide unpredictability and allow local proof verification. The work in [62] claims that the 838 

assignment process based on this randomness is bias-resistant, attributing this property to 839 

the use of VRF and VDF technologies as established in prior work. However, DL-Chain does 840 

not include simulation studies or experiments specifically evaluating the bias-resistance 841 

or security of its own randomness mechanism. Additionally, the protocol does not incor- 842 

porate decentralized randomness aggregation or zero-knowledge proofs for randomness 843 

generation. This absence could, in principle, allow adversaries who control VRF private 844 

keys to subtly bias role allocations, a limitation that this work does not explicitly address. 845 

Dynamic Sharding also explores Epoch Randomness but with varying emphases and 846 

integration depths. For example, the work in [65] significantly focuses on incorporating 847 

Epoch Randomness within its cross-shard transaction process to enhance security. Other 848 

Dynamic Sharding approaches, such as those introduced in [25,70], recognize the impor- 849 

tance of randomness but do not delve as deeply into its systematic integration as seen 850 

in Static Sharding. The integration of certain mechanism in Dynamic Sharding, such as 851 

those proposed in [66], lacks proper organization, making them potentially vulnerable to 852 

manipulation or attacks. This risk is heightened in complex networks with high transaction 853 

volumes, and as the system scales, the threat becomes more evident. 854 

DYNASHARD [63] selects committees through an internal secure random process (In 855 

this context, committee selection refers to the random assignment of validators to serve 856 

as consensus groups for individual shards, responsible for transaction validation and 857 

consensus within the protocol). However, the protocol does not describe the frequency of 858 

reseeding or provide simulation evidence of committee diversity across epochs. Moreover, 859 

the randomness source is not publicly auditable, and in a permissionless adversarial setting, 860 

compromised entropy could bias committee selection without detection. This risk could 861 

be mitigated by adopting decentralized or externally verifiable randomness commitment 862 

protocols. 863 

AEROChain [71] introduces a single shared random seed per epoch, which governs 864 

both node reassignment and migration transaction determinism. This ensures synchroniza- 865 

tion without external coordination overhead. However, this randomness is not generated 866 

through a verifiable process such as VRFs or public randomness beacons. Its centralization 867 

could lead to vulnerabilities if the seed is manipulated. The scope is to enable determin- 868 

istic AERO policy execution, validated indirectly through simulation-based performance 869 

improvements but not through cryptographic robustness tests. 870 

SkyChain [72] supports epoch-based reconfiguration, but the source and security of 871 

its randomness are unspecified. While re-sharding intervals and block size are adjusted 872 

based on DRL policies, the randomness mechanism remains opaque. As a result, it lacks 873 

public verifiability or resistance to seed manipulation. Its randomness approach is implicit 874 

and not evaluated independently. 875 

Layered Sharding (e.g., Pyramid [24], and OverlapShard [73]), meanwhile, incorpo- 876 

rates Epoch Randomness into the Cross-shard Algorithm process, ensuring that transactions 877 

across different layers of shards maintain unpredictability and security. This method is 878 

important for preventing targeted attacks and ensuring a fair distribution of transaction 879 

loads across the network. The multiple layers in this approach likely add to its complexity, 880 
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which could lead to inefficiencies and affect overall performance. These risks are more 881 

likely to arise in large-scale implementations. 882 

While, SPRING [74] assigns nodes to shards at registration based on the last bits 883 

of the PoW solution string. The protocol incorporates a periodic reconfiguration phase 884 

in which consensus nodes are regularly shuffled among shards using VRF-generated 885 

randomness, ensuring that shard compositions remain unpredictable and resistant to 886 

long-term adversarial planning or validator collusion. 887 

Traditional approaches relying on static randomness in sharding risk inefficiency as 888 

workloads become increasingly dynamic and predictable over time. AI-Shard introduced 889 

in [49] addresses this by using a Graph Convolutional Network - Generative Adversarial 890 

Network (GCN-GAN) model to generate predictive node interaction matrices, enabling 891 

time-sensitive reshuffling that optimizes shard configurations based on anticipated work- 892 

loads. This method demonstrably reduces cross-shard transactions and improves through- 893 

put in dynamic IoT environments. Wang et al. [49] present prediction-based sharding as  894 

superior to static randomization, it inherently trades pure randomness for workload-driven 895 

optimization. From a security perspective, reliance on historical data and model predictions 896 

could potentially introduce patterns susceptible to adversarial exploitation if model errors 897 

or biases occur—though such risks are not discussed by the authors. Simulation results 898 

confirm AI-Shard’s performance advantages, but the ultimate security and adaptability of 899 

the framework would depend on the ongoing accuracy and robustness of its predictive 900 

models. To further enhance adaptability, Wang et al. [49] introduce a dual-layer architecture 901 

with DRL-based parameter control (via Double Deep Q-Network), allowing for contin- 902 

uous reconfiguration in response to environmental changes. While this work highlights 903 

significant computational cost and challenges in real-world deployment, it lacks additional 904 

considerations such as robustness and model explainability. 905 

Epoch Randomness holds an essential place in keeping blockchain networks safe and 906 

fair. Different sharding techniques use randomness in unique ways. Static Sharding uses 907 

solid and direct techniques. On the other hand, Dynamic and Layered Sharding are still 908 

evolving to improve randomness methods. Current research highlights the importance 909 

of randomness for the integrity and efficiency of blockchain tasks. It also identifies ar- 910 

eas where these methods may not yet be fully effective. However, several approaches 911 

lack cryptographic verifiability, such as the use of non-transparent seed generation in 912 

AEROChain [71] and SkyChain [72], which do not provide public randomness proofs or 913 

resistance to manipulation. In AI-based approaches like AI-Shard [49], shard assignments 914 

are decided by model predictions rather than by secure random numbers. This means that 915 

if the model makes mistakes or is biased, attackers might find and use patterns in how 916 

nodes are assigned. Moreover, approaches such as SPRING [74] and DYNASHARD [63] 917 

do not incorporate decentralized or auditable randomness sources, raising concerns about 918 

long-term entropy integrity in adversarial environments. 919 

7.4. Cross-shard Algorithm 920 

Cross-shard Algorithm helps optimize transaction processing across different shards, 921 

which plays an important role in improving the overall resilience of a blockchain network. 922 

Within Static Sharding technique, the Two-Phase Commit, as utilized in OmniLedger 923 

[64], represents a fundamental approach where transactions affecting multiple shards are 924 

handled atomically. This method employs a bias-resistant public-randomness approach 925 

to select large, statistically representative shards, ensuring fair and efficient transaction 926 

execution. The cross-shard Atomix in [64] extends this concept by ensuring that transactions 927 

are either fully completed or entirely aborted, maintaining consistency across shards in a 928 

Byzantine environment. The Two-Phase Commit process can cause delays, especially in 929 
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busy networks, leading to slower transaction speeds and a noticeable impact on overall 930 

performance. 931 

Al-Bassam et al. in [43] implemented S-BAC further contributes to these robust cross- 932 

shard mechanisms by detailing a five-phase process starting from the Initial Broadcast to the 933 

Final Process Accept. This structure helps in mitigating issues such as rogue BFT-Initiators 934 

by implementing a two-phase procedure that waits for a timeout before taking action, thus 935 

safeguarding the integrity of transaction processing. Although S-BAC enhances security, 936 

its five-phase procedure is likely to cause unnecessary delays, particularly in time-sensitive 937 

situations, making transaction execution more difficult. 938 

In contrast, RapidChain [67] adopts a faster approach with its Cross-shard Verifica- 939 

tion, using a routing method inspired by Kademlia that minimizes latency and storage 940 

requirements for each node (meaning nodes only store their own shard’s data, not the 941 

entire blockchain) which enables quick identification and verification of transactions across 942 

shards, streamlining the validation process. RapidChain’s approach lowers latency, but if 943 

not properly monitored, its reliance on quick routing (where transactions are directed to 944 

the correct shard through a small number of efficient hops utilizing a routing table) may 945 

pose security threats, especially in a network with a large number of nodes. 946 

Wang and Wang in [42] introduce a novel concept of Eventual Atomicity where 947 

transactions are efficiently completed without relying on the traditional Two-Phase Commit 948 

mechanism. This method allows for asynchronous, lock-free interleaving of transactions 949 

across zones, enhancing the overall TPS of the blockchain network and reducing the 950 

confirmation latency for cross-zone transactions. To guarantee that all nodes come to a 951 

final consensus regarding the transaction status, the absence of a conventional commit 952 

procedure may cause issues with dependability and consistency. 953 

Meepo [68] presents a comprehensive investigation into sharded consortium blockchains 954 

by enhancing cross-shard efficiency, cross-contract flexibility, and shard availability through 955 

Cross-epoch, Cross-call mechanisms, Partial Cross-call Merging Strategy and maintain- 956 

ing rigorous transaction atomicity through a Replay-epoch. Although Meepo provides 957 

a thorough approach to meeting these demanding requirements, its reliance on mecha- 958 

nisms such as Cross-epoch, Cross-call mechanisms, Partial Cross-call Merging Strategy, 959 

and Replay-epoch may introduce additional complexity and overhead, particularly in 960 

large-scale deployments or environments with high transaction volumes. 961 

Kronos [61] introduces batch certification for cross-shard transactions using either 962 

vector commitments or Merkle trees, enabling atomic certification of multiple transactions 963 

in a single protocol instance. This “batch-proof-after-BFT” approach significantly reduces 964 

cross-shard messaging overhead, as a single batch proof can replace the need for separate 965 

proofs for each transaction, thus improving efficiency when processing large numbers of 966 

cross-shard transactions. The protocol provides strong atomicity guarantees by design, as 967 

proven in its formal analysis, and experiments confirm high TPS and low latency under 968 

various workloads. Within each batch, transactions are validated individually, and if a 969 

transaction fails validation, it is rejected without impacting other transactions in the batch. 970 

DL-Chain [62] applies a relay-forwarding model for cross-shard transaction handling. 971 

While efficient under normal conditions, relay operations lack a rollback or compensation 972 

mechanism. If a relay node fails or a destination shard becomes unavailable, transactions 973 

may be left in an incomplete or pending state without automatic recovery. This work does 974 

not present experiments specifically on this failure scenario, but the absence of a rollback 975 

protocol means such risks are not fully addressed. 976 

Additionally, the work in [65] explores Dynamic Sharding by employing a Two-Phase 977 

Commit protocol and transaction splitting to manage cross-shard transactions effectively. It 978 

uses Anchorhash in conjunction with the Jump Consistent Hash Algorithm to minimize 979 
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disruptions in node assignment mapping caused by sharding changes. This method is 980 

recognized for enhancing scalability through more efficient transaction processing and 981 

robust auditing capabilities. Even though dynamic reconfiguration during transaction 982 

processing offers flexibility, it may introduce performance bottlenecks in rapidly growing 983 

networks. Notably, the work in [65] is the only work we identified within the Dynamic 984 

Sharding paradigm that incorporates a Cross-shard Algorithm, suggesting that this strategy 985 

is uncommon in Dynamic Sharding. 986 

DYNASHARD [63] validates cross-shard transactions using a combination of MPC  987 

and threshold signature schemes. This ensures atomic validation even under adversarial 988 

conditions, providing strong security guarantees against coordinated attacks. However, 989 

the reliance on synchronous MPC introduces significant computational overhead, and the 990 

protocol does not optimize for early commitment under low-fault scenarios, resulting in 991 

persistent high latency even when failures are rare. 992 

Building on this foundation, DYNASHARD [63] proposes a hybrid consensus mecha- 993 

nism that integrates threshold-based signatures with decentralized validation to enhance 994 

cross-shard transaction efficiency. Unlike traditional commit-based protocols, it employs 995 

Merkle-based synchronization and real-time shard boundary adjustments, allowing faster 996 

responsiveness under varying workloads. This model exemplifies a broader shift toward 997 

dynamic, lightweight cross-shard coordination mechanisms tailored for high-throughput, 998 

high-variability blockchain environments. 999 

AEROChain [71] features a Cross-shard Transaction Module (CSTM) inspired by 1000 

Monoxide’s relay-based design. It processes intra-shard and cross-shard transactions 1001 

during consensus, while migration-specific cross-shard transactions are executed during 1002 

reconfiguration. Grouping by prefix-based account abstraction reduces overhead. However, 1003 

AEROChain lacks atomic commit, rollback, or escrow mechanisms for cross-shard failures. 1004 

The focus is on reducing cross-shard transaction frequency through migration rather than 1005 

ensuring atomicity. The module is embedded in the DRL-evaluated framework but not 1006 

tested separately for failure tolerance. 1007 

SkyChain [72] claims cross-shard support, but its implementation lacks clarity. There 1008 

is no specification of consistency guarantees or error recovery protocols in partial trans-  1009 

action failure scenarios. Its cross-shard mechanism is undeveloped and not supported by 1010 

simulation results or architecture diagrams, making this a major limitation in transactional 1011 

robustness. 1012 

Finally, the Layered Sharding architecture in Pyramid [24] offers a sophisticated 1013 

framework for managing cross-shard transactions. It employs a combination of internal 1014 

(i-shard) and bridging (b-shard) shards, with b-shard nodes tasked with verifying and 1015 

proposing blocks that span multiple shards. In contrast, OverlapShard [73] primarily relies 1016 

on a structure comprising both Actual and Virtual shards. The work in [24] supports a 1017 

unique block preparation process using Co-si for scalability, which needs further refinement 1018 

to enhance its effectiveness. While the Layered Sharding approaches introduce innovation, 1019 

it could complicate block preparation, potentially reducing TPS and increasing latency, 1020 

particularly in complex, highly layered architectures. 1021 

SPRING [74] minimizes cross-shard interactions by proactively assigning new ad-  1022 

dresses to shards using a DRL agent, significantly reducing the frequency of cross-shard 1023 

transactions. For unavoidable cross-shard transactions, SPRING adopts a relay-based pro- 1024 

cessing model, in which the transaction is processed on the source shard and then relayed 1025 

to the target shard for finalization. However, the protocol does not specify any formal 1026 

rollback, escrow, or atomic commit mechanisms to guarantee consistency in the event of 1027 

partial failures or complex multi-shard dependencies. As such, SPRING may be less robust 1028 

in scenarios involving intricate, interdependent cross-shard transactions. 1029 
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With an emphasis on improving cross-shard transactions to increase scalability, reli- 1030 

ability, and efficiency, these diverse approaches (e.g., [65], [24]) demonstrate the ongoing 1031 

innovation in blockchain technology. However, each approach has unique drawbacks, 1032 

particularly in terms of added complexity and potential performance compromises. A 1033 

major challenge in creating reliable and effective blockchain operations is finding the opti- 1034 

mal balance between the demands of large-scale, decentralized networks and the need for 1035 

robust performance, scalability, and security. Several works, such as AEROChain [71] and 1036 

SkyChain [72], do not provide explicit guarantees for transactional atomicity or rollback 1037 

mechanisms to manage partial cross-shard failures. This absence makes it difficult to com- 1038 

prehensively evaluate their fault tolerance, as there is insufficient evidence regarding their 1039 

behavior under adverse or failure scenarios. Additionally, methods employing batching 1040 

or multi-phase coordination, including Kronos [61] and S-BAC [43], inherently introduce 1041 

latency under conditions of low transaction volume or in time-sensitive contexts such as 1042 

real-time financial systems and IoT applications, where rapid transaction processing is 1043 

critical. Critically, these protocols lack detailed mitigation strategies, including adaptive 1044 

coordination methods or simplified fallback procedures, to effectively minimize latency 1045 

under these less demanding operational scenarios. Consequently, this unaddressed la- 1046 

tency significantly impacts the evaluation of their practical responsiveness and reliability, 1047 

particularly in high-throughput or adversarial environments. 1048 

7.5. Cross-shard Capacity 1049 

Cross-shard Capacity is one of the unique methods to optimize shard operation and 1050 

transaction processing across diverse blockchain environments. It involves adjusting the 1051 

number and size of shards to decrease cross-shard communication. Notably, this method is 1052 

not employed in Static or Layered Sharding techniques. 1053 

C. Chen et al. in [66] propose a method in Dynamic Sharding that modifies user 1054 

distribution according to real-time network conditions in a public blockchain. This method 1055 

differs from conventional sharding techniques that often allocate users randomly, hence 1056 

enhancing long-term system performance in dynamic settings. This protocol includes 1057 

stages such as the Validator Redistribution Approach and the Validator Vote and System 1058 

Reconfiguration Approach, which allow for ongoing adjustments to shard composition 1059 

in response to changing network demands. Although this dynamic protocol improves 1060 

flexibility, the frequent need for reconfiguration and redistribution may increase operational 1061 

complexity and affect the stability of the system as a whole in larger networks. 1062 

Concurrently, Tao et al. in [25] present a methodology that correlates the quantity of 1063 

miners per shard with the transaction volume within each shard. This methodology, illus- 1064 

trated by the MaxShard system, guarantees that shards experiencing elevated transaction 1065 

volumes are allocated adequate processing resources to sustain performance. Furthermore, 1066 

it utilizes a combination of Inter-shard Merging, Intra-shard Transaction Selection, and 1067 

Parameter Unification Method to optimize cross-shard communication, enabling transac- 1068 

tion validation within each shard, thus reducing latency and increasing TPS. However, 1069 

if demand fluctuates rapidly, allocating miners to transaction volumes may result in re-  1070 

source imbalances amongst shards. This could therefore worsen computing overhead and 1071 

bottlenecks. 1072 

Effective Sharding Consensus Mechanism in [65] focuses on the initial assignment 1073 

of nodes to shards and the subsequent redistribution as shards evolve. This dynamic 1074 

allocation helps maintain balance across the network and adapt to changes (e.g., shard 1075 

addition or deletion). The Node Remapping process, integral to this approach, ensures 1076 

nodes are spread equitably across the remaining shards, maintaining the integrity and 1077 

efficiency of the network. Even if dynamic allocation improves balance, frequent node 1078 
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remapping can increase computational load and cause delays, especially in networks with 1079 

high shard volatility. 1080 

The Dynamic Sharding Protocol Design for Consortium Blockchains in [69] utilizes 1081 

Unspecified Agents to oversee transactions inside a consortium blockchain framework.  1082 

These agents allocate transactions to shards according to the sender’s information and 1083 

oversee the consensus process throughout the network. The concept uses random integers 1084 

to construct unpredictable routing tables for each epoch and incorporates both Boss Shard 1085 

and Normal Shard components, hence enhancing security against attacks on shard integrity. 1086 

For larger deployments, the greater system complexity that comes with enhanced security 1087 

through Unspecified Agents and random routing must be weighed against significant 1088 

scalability and maintainability challenges. 1089 

By creating public and private keys and exchanging identifying information, each node 1090 

in this method [69] initializes and guarantees secure connections inside the consortium 1091 

blockchain architecture. In order to ensure reliable transaction processing and system 1092 

resilience, the method also includes successive phases such as Transaction Sharding and 1093 

Micro Block Generation, Full Block Generation, and Synchronization. Despite its resilience, 1094 

the multi-phase design may result in synchronization delays (particularly during the 1095 

aggregation and dissemination of micro-blocks by the boss shard and their verification 1096 

across other shards). This delay is notably intensified under severe transaction loads, where 1097 

large volumes of simultaneous transactions increase complexity, communication overhead, 1098 

and processing latency, potentially impacting overall system performance. 1099 

DYNASHARD [63] dynamically regulates its transaction load through the support 1100 

of shard splitting and merging, informed by real-time assessments of transaction volume 1101 

and system resource use. When a shard’s transaction volume or resource utilization 1102 

surpasses a specified splitting threshold, the shard is divided into numerous smaller shards 1103 

to evenly distribute the load and preserve transaction processing efficiency. Should a shard 1104 

exhibit continuously low activity, as evidenced by its transaction volume and resource 1105 

utilization falling beneath a designated merging threshold for multiple consecutive epochs, 1106 

DYNASHARD may merge it with other underutilized shards to improve overall resource 1107 

efficiency and system performance. Because of this adaptable approach, DYNASHARD 1108 

can continue to function reliably even in the event of transaction volume fluctuations or 1109 

low levels. 1110 

However, the shard splitting and merging process introduces considerable complexity 1111 

in maintaining system consistency. During a split, the shard’s entire state, including on-  1112 

going transactions, must be atomically divided among the new child shards. Validators 1113 

must update their local views of the network topology, while ensuring that no transactions 1114 

are lost, duplicated, or incorrectly assigned. Similarly, merging shards requires reconcil-  1115 

ing multiple independent shard states into a single coherent ledger without introducing 1116 

transaction conflicts or state corruption. These transitions are highly sensitive to timing 1117 

and synchronization accuracy, and if validators operate on outdated shard mappings or 1118 

fail to synchronize their views properly, temporary inconsistencies could arise, making the 1119 

system vulnerable to double-spending attacks or transaction replay. 1120 

Moreover, there is currently no specified rollback or recovery plan in place for DY-  1121 

NASHARD in the event that a split or merge operation fails in the middle of the process, 1122 

such as validator crashes, partial network partitions, or anomalies in transaction queuing. 1123 

Incomplete shard state changes, validator discord, or partial ledger divergence may arise 1124 

from a failed migration if transactional atomicity guarantees are absent during shard re-  1125 

configurations. Even though dynamic shard restructuring greatly enhances scalability and 1126 

resource efficiency, the problems show that it needs strong migration protections, fault-  1127 
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tolerant processes, and strict state validation mechanisms to keep the system’s integrity  1128 

during transitional times. 1129 

AEROChain [71] offers AERO, a DRL-based optimizer that balances shard loads and 1130 

minimizes cross-shard transactions by utilizing prefix-level account grouping. The DRL pol- 1131 

icy is taught on actual Ethereum data and evaluated against five benchmarks (e.g., SPRING 1132 

[74], and Monoxide [42]). It attained a 31.77% increase in TPS compared to state-of-the-art 1133 

approaches, due to diminished cross-shard transaction ratios and enhanced migration 1134 

operations. Nonetheless, its adaptability is reactive and limited in adversarial robustness 1135 

evaluation. Although the prefix abstraction increases training efficiency, performance may 1136 

be impaired by abrupt behavioral changes or malicious behaviors. 1137 

SkyChain [72] facilitates the modification of shard quantity and block size via DRL-  1138 

driven re-sharding. It characterizes sharding dynamics as a Markov Decision Process and 1139 

adjusts parameters to optimize security and performance. Nonetheless, its limitations 1140 

include a lack of granularity in workload data and insufficient learning-based workload 1141 

adaptability, unlike approaches such as AEROChain [71]. No migration plan or optimiza- 1142 

tion focused on cross-shard transaction is provided. Simulation results demonstrate that 1143 

SkyChain attains approximately 30–35% enhancement in overall TPS relative to fixed 1144 

sharding baselines. However, the assessment is confined to aggregate measures and fails 1145 

to examine performance on a per-shard or per-transaction basis, hence neglecting real 1146 

transaction-level implications. 1147 

Enhancing cross-shard communication and transaction processing by adjusting shard 1148 

size and quantity to maximize Cross-shard Capacity is a common theme among these 1149 

approaches (e.g., [66], [65]). Methods such as dynamic user allocation [66] (where a user 1150 

denotes an account that submits transactions to the blockchain) and node reassignment 1151 

[65] (with nodes defined as servers or computers tasked with processing and validating 1152 

transactions) facilitate workload distribution and ensure efficient transaction processing 1153 

across shards. Moreover, the emphasis on minimizing cross-shard communication in On 1154 

Sharding Open Blockchains [25] and enhancing TPS across every approach highlights 1155 

the persistent endeavors to enhance latency and TPS rates, which are critical metrics 1156 

for blockchain network performance. While these approaches enhance TPS and inter-  1157 

shard communication, dynamic shard management may lead to inefficiencies, especially 1158 

in extensive or volatile networks. The approaches analyzed in the existing literature 1159 

offer a thorough review of strategies for improving Cross-shard Capacity in both public 1160 

and consortium blockchains. Considering their potential, these approaches encounter 1161 

considerable problems regarding complexity, scalability, and adaptability, especially in 1162 

dynamic environments. Continuous adjustments are essential to maintain resilience and 1163 

resilient performance. 1164 

Zhang and Xue in [48] reformulated the shard allocation problem in the FLPShard 1165 

model as a Single-Source Capacitated Facility Location Problem, allowing for variable 1166 

node assignment based on inter-node interdependence, latency, and geographic proximity. 1167 

The concept improves intra-shard efficiency and diminishes the frequency and expense of 1168 

cross-shard transactions by clustering highly interacting nodes. This approach is especially 1169 

effective in Industrial IoT settings, where physical infrastructure and organizational hierar- 1170 

chies affect communication dynamics. Although FLPShard demonstrates formal rigor and 1171 

quantifiable enhancements in TPS and latency, it introduces significant computing com-  1172 

plexity and assumes constant environmental conditions, which may restrict its applicability 1173 

in more dynamic or diverse deployment scenarios. 1174 

On the other hand, the AI-Shard framework in [49] utilizes a predictive and adaptive 1175 

approach for capacity management. It utilizes a GCN-GAN model to predict changing node 1176 

interaction matrices and leverages a DRL controller to dynamically optimize shard config- 1177 
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urations. This anticipatory technique enables AI-Shard to proactively synchronize shard 1178 

structures with fluctuating communication patterns, reducing cross-shard interactions and 1179 

enhancing TPS, particularly in Building IoT applications. The dual-layer architecture of 1180 

AI-Shard, comprising a coordinating main shard and adaptive sub-shards, enhances scal- 1181 

able collaboration in densely populated IoT contexts. The reliance on past data for training, 1182 

sensitivity to DRL parameter adjustment, and the possibility of unstable convergence, 1183 

however, provide significant difficulties that could compromise real-time responsiveness in 1184 

hostile or volatile networks. 1185 

Lin et al. in [88] emphasize on improving the scalability and communication efficiency  1186 

of blockchain-based Federated Learning (FL) systems within Intelligent Transportation 1187 

Systems. It tackles the constraints of current two-layer blockchain systems that depend 1188 

on static shard parameters and entail substantial inter-chain communication expenses.  1189 

The primary contributions are a reputation-based shard selection method to eradicate 1190 

bad nodes, a streamlined shard transmission strategy to minimize overhead, and a DRL-  1191 

based adaptive sharding controller to dynamically optimize shard configurations. The 1192 

suggested approach incorporates DRL to perpetually adjust shard configurations based 1193 

on environmental insights, while subjective logic is employed to represent trust both 1194 

within and among shards. The simulation findings indicate that the framework enhances 1195 

throughput and decreases latency while maintaining FL accuracy. The main advantage 1196 

resides in the efficient integration of trust management with DRL-based shard adaptation, 1197 

directly tackling Cross-shard Capacity challenges. Since the work was assessed using a 1198 

simulator, a real-world validation is required to determine its practical efficacy. 1199 

Chen et al. in [89] focus on scalability and flexibility in blockchain-enabled IoT systems 1200 

by tackling reconfiguration delays and suboptimal shard allocation. To organize IoT de-  1201 

vices into optimized shards, the proposed Block-K Clustering approach integrates multiple 1202 

algorithms, including K-means clustering, Genetic Algorithms, and the Cuckoo Rule, to en- 1203 

hance shard formation and efficiency. A DRL model is incorporated to dynamically modify 1204 

the number of shards and consensus parameters according to transactional patterns and 1205 

device clustering dynamics. Their system represents the network as a Dynamic Transaction 1206 

Flow Graph, utilizing a DRL component designed to enhance cluster modularity while 1207 

concurrently reducing inter-shard communication. Simulation outcomes validate that the 1208 

approach significantly boosts TPS, diminishes reconfiguration duration, and strengthens 1209 

system resilience against malicious activity. A primary advantage is the integration of many 1210 

algorithms that facilitates real-time, performance-sensitive shard modification. Nonethe- 1211 

less, this work does not investigate the framework’s scalability in exceedingly large IoT 1212 

networks, nor does it thoroughly assess the communication costs associated with frequent 1213 

reconfiguration. 1214 

Taken together, both frameworks in [88,89] emphasize that optimizing Cross-shard 1215 

Capacity requires not only increasing shard count but also the smart management of shard 1216 

composition, interaction density, and responsiveness to fluctuating demands. Adaptive ca- 1217 

pacity optimization is an underexplored design component, yet it is critical for developing 1218 

scalable, robust sharded blockchains capable of supporting sophisticated, high-throughput 1219 

applications in IoT and beyond. However, many of these techniques rely primarily on 1220 

simulation-based evaluations, leaving little insight into their efficacy in real-world deploy- 1221 

ment conditions or hostile network scenarios. Furthermore, numerous systems, especially 1222 

those utilizing DRL-based reconfiguration, inadequately highlight the coordination of 1223 

shard rebalancing during state transitions, as well as the maintenance of consistency amid 1224 

delayed synchronization or partial node updates. These unresolved issues hinder the 1225 

evaluation of robustness and practicality in dynamic settings. 1226 
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7.6. DAG Block Structure 1227 

The integration of DAG offers a sophisticated approach to managing data structures 1228 

and transaction processing [90,91]. This method naturally aligns with the inherent charac- 1229 

teristics of blockchain transactions and object interactions, in which each transaction may 1230 

invalidate certain inputs and generate new active objects as outputs, thereby forming a 1231 

DAG. This feature is predominantly observed in Static Sharding. 1232 

For example, OmniLedger [64] employs a block-based DAG (BlockDAG) to enhance 1233 

the concurrent processing of blocks within its architecture. In this approach, each block can 1234 

reference multiple parent blocks, effectively capturing the simultaneous actions and inter- 1235 

dependencies of transactions across different blocks. Similarly, the Hash-DAG structure 1236 

[43] represents transactions and objects in a directed graph format, illustrating the dynamic 1237 

relationships among existing objects, transactional modifications, and newly created out- 1238 

puts. However, the simultaneous interdependencies in both BlockDAG and Hash-DAG 1239 

structures can complicate data consistency, especially under high transaction loads where 1240 

tracking multiple parent blocks may delay consensus. 1241 

In the approach proposed by Lee and Kim in [92], the integration of DAGs into 1242 

blockchain sharding frameworks provides an advanced method for managing asyn-  1243 

chronous transactional data, particularly in FL environments with non-independent and 1244 

identically distributed data distributions. Each shard maintains an independent DAG 1245 

ledger, enabling heterogeneous nodes to asynchronously record and aggregate model up- 1246 

dates without serialization bottlenecks. Their architecture aligns naturally with FL, where 1247 

updates frequently diverge from earlier model states. 1248 

To secure aggregation under adversarial conditions, the framework employs a novel 1249 

tip selection algorithm based on model accuracy, similarity, and update multiplicity, mitigat-  1250 

ing risks such as poisoned models. While integrating a DAG enhances TPS and resilience, 1251 

it also presents new challenges. For instance, careful coordination is needed to verify trans- 1252 

action multiplicity and maintain aggregation consistency during asynchronous updates. 1253 

Additionally, if the random tip selection is poorly tuned, it can hinder model convergence. 1254 

Nonetheless, empirical evaluations demonstrate that the DAG-enabled system significantly  1255 

outperforms chain-based FL in robustness and accuracy. 1256 

While Lee and Kim [92] primarily design their layered DAG model for FL rather than  1257 

general-purpose blockchain sharding, their work illustrates the broader potential of DAGs 1258 

to facilitate scalable, parallel transaction aggregation in decentralized environments, albeit 1259 

with some trade-offs in communication overhead for general transactional systems. 1260 

The adoption of DAG structures, as seen in [43,64], offers significant advantages 1261 

in terms of transaction processing speed and data integrity by enabling more flexible 1262 

and efficient block validation and propagation mechanisms. Nevertheless, achieving 1263 

a consistent transaction history within a DAG remains challenging because there is no 1264 

straightforward method for tracking the complete sequence of interdependent transactions, 1265 

making discrepancy recovery difficult. 1266 

In summary, while DAGs can enhance the flexibility and speed of blockchain transac- 1267 

tion processing, managing complex transaction histories and resolving inconsistencies con- 1268 

tinue to pose significant challenges. These issues could compromise the long-term integrity  1269 

and reliability of sharded blockchains, indicating that further research and development are 1270 

necessary to fully realize the potential of DAG-based approaches in improving blockchain 1271 

scalability and efficiency. Moreover, unlike traditional linear blockchains, DAG-based 1272 

systems require more sophisticated conflict resolution and ordering strategies, particularly 1273 

in multi-shard environments where concurrent updates may propagate with inconsistent 1274 

timing. While domain-specific implementations such as FL have shown promise, general- 1275 
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purpose blockchain networks integrating DAGs must contend with broader coordination, 1276 

synchronization, and validation overheads that can impact scalability. 1277 

7.7. Availability Enhancement 1278 

In a consortium blockchain network, the primary goal of availability enhancement is 1279 

to improve the resilience of the blockchain network by serving as a contingency for shard 1280 

failures. To the best of our knowledge, this mechanism is uniquely implemented in the 1281 

Static Sharding approach in [68]. 1282 

The work presented in Meepo [68] focuses on enhancing shard robustness through a 1283 

backup mechanism called Shadow Shard Based Recovery. In this approach, each shard is 1284 

equipped with several shadow shards that act as backup servers. When a primary shard 1285 

encounters issues, a consortium member can seamlessly switch to a corresponding backup 1286 

shard to ensure uninterrupted blockchain operations. Zheng et al. in [68] implement 1287 

shadow shards to reinforce the robustness of each shard, ensuring that the overall system 1288 

continues to function despite individual component failures. While redundancy strategies 1289 

improve system availability compared to centralized systems that are prone to single points 1290 

of failure, managing shadow shards can increase overhead. This issue becomes increasingly 1291 

evident in large-scale deployments. The frequent switching between main and backup 1292 

shards could slow down operations and need more resources, which raises concerns about 1293 

scalability and overall resource use. 1294 

The implementation of Shadow Shard Based Recovery within Meepo’s architecture 1295 

[68] offers a practical approach to the critical challenge of maintaining high availability 1296 

and reliability in blockchain networks. Despite its benefits in improving resilience, the 1297 

method can complicate maintenance and elevate operating expenses as the number of 1298 

shards and shadow shards grows. This trade-off between resource efficiency and robustness 1299 

underscores the challenges of achieving high availability in large-scale blockchain networks. 1300 

Kronos [61] integrates rollback recovery into its cross-shard transaction framework, 1301 

enabling the system to maintain liveness even when certain cross-shard transactions enter 1302 

the unhappy path. If a cross-shard transaction partially commits to one input shard and 1303 

another input shard subsequently determines its input is invalid, Kronos triggers an atomic 1304 

rollback to revert the affected transaction. However, experimental results show that as the 1305 

frequency of rollbacks increases, system TPS decreases, reflecting the overhead of handling 1306 

unhappy paths. Simulation results demonstrate that Kronos remains live and continues 1307 

processing transactions in the presence of rollbacks, though at reduced TPS. 1308 

Further complexity arises when transactions produce cascading effects before final 1309 

commitment, such as state transitions that indirectly influence other shards or involve 1310 

off-chain acknowledgments. In such cases, rolling back a single transaction may not be 1311 

sufficient to fully restore system integrity unless additional compensatory actions are taken. 1312 

Moreover, while rollback improves fault tolerance, it increases coordination overhead 1313 

during failure scenarios, as shards must synchronize their rollback states and confirm 1314 

consistency before resuming operations. Under adversarial conditions where failures are 1315 

deliberately triggered, frequent rollbacks could degrade system performance and expose 1316 

shards to liveliness bottlenecks. Although Kronos’ integrated rollback mechanism repre-  1317 

sents a significant advance over sharding mechanisms lacking explicit recovery protocols, 1318 

ensuring efficient and fully coherent rollback under complex dependency chains remains 1319 

an open engineering challenge. 1320 

Even though Meepo’s Shadow Shard Based Recovery [68] method significantly en-  1321 

hances system resilience, scalability may be limited by the increased complexity and 1322 

resource requirements associated with managing shadow shards. As the number of pri-  1323 

mary shards grows, the associated shadow shards must also be proportionally maintained, 1324 
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which can lead to increased storage, communication, and synchronization overhead. This 1325 

fixed redundancy model does not incorporate dynamic adaptation to traffic or failure 1326 

patterns, potentially resulting in underutilized resources. Furthermore, the authors do not 1327 

provide empirical analysis or simulation results evaluating performance impacts under 1328 

varying network sizes or failure rates, leaving the practical limits of this mechanism un- 1329 

quantified. This observation highlights the ongoing trade-off between high availability 1330 

and the operational expenses of large-scale blockchain networks. In contrast, Kronos [61] 1331 

approaches availability through rollback-based recovery embedded in its consensus logic, 1332 

which avoids shadow redundancy but introduces coordination complexity during failure 1333 

handling. 1334 

7.8. Summary 1335 

Although many of the features covered in this section, such as Trust Establishment, 1336 

Consensus Selection, Epoch Randomness, Cross-shard Algorithm, Cross-shard Capac-  1337 

ity, DAG Block Structures, and Availability Enhancement, are widely utilized in general 1338 

blockchain systems, they remain fundamental to the design of sharded blockchain archi-  1339 

tectures. Within sharding, these features are not simply adopted from broader blockchain 1340 

frameworks. They are selectively adapted, extended, or re-engineered to address the spe- 1341 

cific demands of decentralized shard management, cross-shard consistency, and dynamic 1342 

system scaling. 1343 

Most sharding approaches, whether Static, Dynamic, or Layered, rely on specialized 1344 

implementations or variations of these core features to maintain TPS, resilience, and decen- 1345 

tralization at scale. Their continued evolution is critical, particularly as sharded systems 1346 

face increasingly complex operational and adversarial challenges. 1347 

In addition to these traditional approaches, recent developments have introduced 1348 

AI-augmented techniques that incorporate predictive modeling, reinforcement learning, 1349 

and reputation-driven strategies. While these AI-based methods are not directly rooted 1350 

in the existing Static, Dynamic, or Layered Sharding approaches discussed in this section, 1351 

they introduce novel features aimed at improving shard adaptability, workload prediction, 1352 

security hardening, and resource optimization. As such, they represent an important 1353 

emerging direction that complements and extends the evolution of sharding technologies. 1354 

The interplay between the features covered in this section, their specialization across 1355 

different sharding techniques, and the gradual shift from broad to more targeted opti-  1356 

mizations will be discussed in the next section, providing a deeper view of how sharding 1357 

techniques have evolved over time. 1358 

8. Discussion 1359 

Referring to Figure 8 and the timeline infographic depicted in Figure 3, which illustrate 1360 

the features of Static, Dynamic, and Layered Sharding techniques, we initially observe a 1361 

broad emphasis on enhancing all relevant aspects. Over time, however, each technique 1362 

appears to narrow its focus toward a specific feature. This evolution is further confirmed 1363 

by Figure 8 which illustrates the overlapping and unique features of Static, Dynamic, and 1364 

Layered sharding. Static Sharding is primarily associated with Availability Enhancement 1365 

and the DAG Block Structure, while Dynamic Sharding emphasizes Cross-shard Capacity. 1366 

Some features are shared across techniques: the Cross-shard Algorithm appears in both 1367 

Static and Layered techniques. Trust establishment, Consensus Selection, and Epoch Ran- 1368 

domness are fundamental to all three techniques, underscoring their universal importance 1369 

in the effective operation of shard systems. 1370 

When sharding first came into play with efforts like Elastico [23], the goal was to 1371 

improve all seven features and bring in new ways to select consensus. These early efforts 1372 
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often led to security issues and did not bring much improvement. Later, the introduction of 1373 

Epoch Randomness aimed to make blockchain sharding more secure. However, this often 1374 

slowed down performance, and many approaches merely replicated the security features 1375 

already provided by existing consensus mechanisms and trust setups. 1376 

Additionally, while Availability Enhancement usually acts as a backup within group 1377 

settings, adding a DAG Block Structure makes sharding more complex because of how 1378 

different DAG structures are. The Cross-shard Algorithm introduces new ways to interact 1379 

with different shards in the same blockchain network. However, improving Cross-shard 1380 

Capacity could also enhance the approach without needing new Cross-shard algorithms or 1381 

methods by simply focusing on how to manage the number of shards and their sizes. 1382 

The comparative analysis in Section 7 demonstrate that sharding-based approaches 1383 

yield tangible improvements in blockchain scalability, but a direct benchmarking against 1384 

state-of-the-art baselines clarifies both their potential and their limitations.  Static ap-  1385 

proaches such as Elastico [23], OmniLedger [64], and RapidChain [67] improve throughput 1386 

and reduce latency compared to conventional blockchains like Bitcoin (7 TPS, approxi-  1387 

mately 10 minutes) and Ethereum (15 TPS, approximately 19 seconds), yet they remain far 1388 

below the industrial benchmark exemplified by VISA’s 24,000 TPS. Dynamic approaches 1389 

such as DYNASHARD [63] and AEROChain [71] further enhance adaptability and re-  1390 

silience through secure committee formation and DRL-driven migration, but they introduce 1391 

non-trivial computational and communication overheads that restrict their suitability for 1392 

latency-sensitive applications. Layered approaches such as Pyramid [24] and SPRING [74] 1393 

reduce cross-shard transaction ratios but still face unresolved challenges in maintaining 1394 

atomicity and fairness at scale. Emerging AI-assisted designs such as PoAI and hybrid 1395 

PoS-AI frameworks show measurable gains in simulated environments, yet they raise criti- 1396 

cal concerns regarding transparency, adversarial robustness, and fairness of model-driven 1397 

validator selection. By situating these outcomes against both baseline systems and the gaps 1398 

noted in prior reviews (Table 1), our discussion underscores that while sharding is a promis- 1399 

ing route to scalability, current implementations remain transitional and require further 1400 

empirical validation before claims of robustness and generalizability can be substantiated. 1401 

Recent developments show a clear trend: instead of attempting to optimize all fea-  1402 

tures simultaneously, newer sharding approaches increasingly specialize in specific feature 1403 

enhancements based on their target environment. For example, Dynamic Sharding ap-  1404 

proaches have prioritized Cross-shard Capacity, while Layered Sharding approaches have 1405 

focused on optimizing cross-shard transaction consistency and delegation structure which 1406 

is Cross-shard Algorithm. 1407 

In parallel with these targeted optimizations, a complementary shift is emerging with 1408 

the introduction of AI-augmented frameworks. Although these AI-based approaches, such 1409 

as AI-Shard [49] and TBDD [78], are not directly derived from existing Static, Dynamic, 1410 

or Layered Sharding approaches, the works in [49,78] introduce novel dimensions cen-  1411 

tered on predictive load management, trust-based dynamic re-sharding, and intelligent 1412 

fault recovery. Their presence (e.g., [49,78]) indicates a growing need for adaptivity and 1413 

proactivity in handling the increasingly volatile and complex transaction environments that 1414 

modern sharded blockchains must operate within. Thus, while the foundational sharding 1415 

mechanisms continue to mature through domain-specific refinements, AI-enhanced inno- 1416 

vations are beginning to push the boundaries beyond conventional optimization, hinting at 1417 

a future convergence between architectural specialization and intelligent, learning-based 1418 

system adaptation. 1419 

Nevertheless, we argue that introducing fundamentally new sharding techniques, 1420 

rather than merely augmenting existing ones with additional AI components, remains 1421 

a more robust path for advancing blockchain scalability and resilience. Pure AI-driven 1422 
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Figure 8. Three sharding techniques and their features, with overlapping features identified in the 

Venn diagram framework. 

optimizations often adapt at the operational layer without modifying the underlying 1423 

shard formation, validation, or cross-shard interaction principles. As demonstrated by 1424 

the evolution from Static to Dynamic and Layered Sharding, rethinking the sharding 1425 

paradigm itself has historically enabled breakthroughs in overcoming limitations such as 1426 

static load distribution, high cross-shard overhead, and rigid trust models. By designing 1427 

novel sharding architectures that embed adaptivity, fault tolerance, and load balancing  1428 

at the structural level rather than as external enhancements, the system can inherently 1429 

support higher scalability, better security, and more predictable performance guarantees. 1430 

Therefore, while AI innovations offer valuable short-term gains, the pursuit of new native 1431 

sharding methodologies remains essential for sustaining long-term blockchain evolution 1432 

under increasingly decentralized, adversarial, and heterogeneous conditions. We can also 1433 

observe the interrelationship (e.g., [43,68]) between the number of shards, shard size, and 1434 

the different sharding techniques, including Static, Dynamic, and Layered. We summarize 1435 

the reviewed approaches in Section 7 focusing improvement of different features under 1436 

Static, Dynamic and Layer Sharding techniques in Table 2, Table 3, and Table 4, respectively, 1437 

emphasizing the technical specifics of each method. Furthermore, Table 5 provides a 1438 

summary of these features and their impact on TPS and latency performance of blockchain 1439 

network. 1440 

9. Lesson Learned, Open research issues, and future directions 1441 

As shown in the previous sections, blockchain technology, especially with sharding 1442 

techniques, keeps changing to meet the need for faster and more efficient networks. While 1443 

much has been done to improve sharding and consensus mechanisms over the years, more 1444 

research is needed as blockchain technology and performance expectations evolve along 1445 

with society’s needs. In this section, we share key lessons from the earlier sections and 1446 

point out specific challenges that need more research in the future. 1447 

9.1. Number of Shards and Shard Size Manipulation 1448 

The manipulation of the number of shards and shard size plays a fundamental role in 1449 

enhancing the scalability of blockchain networks, as covered in Section 7.5. By dynamically 1450 

adjusting the number and size of shards, blockchain architectures can manage workloads 1451 

more effectively, reducing bottlenecks in cross-shard communication and improving overall 1452 

performance. The adjustment process seeks to balance the distribution of transactions across 1453 
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Table 2. Existing approaches in Static Sharding technique contributing to improve different features. 

 
Types of Blockchain Public Blockchain Consortium 

Blockchain 

Approaches Luu et al. (2016) 

[23] 

Kokoris-Kogias et al. 

(2017) [64] 

Zamani et al. (2018) [67] Al-Bassam et al. 

(2018) [43] 

Wang & Wang 

(2019) [42] 

Lin et al. (2024) 

[62] 

Liu et al. (2024) 

[61] 

Zheng et al. (2021) 

[68] 

Category Components         

Features Trust Establishment • Identity 

Establishment 

and 

Committee 

Formation 

• Overlay Setup 

for 

Committees 

Identity Block Creation Peer Discovery Present but no 

specific method 

mentioned or 

proposed 

Present but no 

specific method 

mentioned or 

proposed 

VRF role 

assignment + VDF 

PoW + committee 

verification 

Present but provided 

by PoA 

Consensus Selection • PoW 

• Intra- 

committee 

Consensus 

(PBFT) 

• Final 

Consensus 

Broadcast 

ByzcoinX • Intra-committee 

Consensus (Enhanced 

by Block pipelining) 

• IDA Gossiping Protocol 

• Synchronous 

Consensus 

• S-BAC 

• Byzantine 

Agreement 

• Atomic Commit 

• Chu-Ko-Nu 

mining 

• Asynchronous 

Consensus 

Zones 

FBFT Multi-phase BFT 

with rollback 

support 

PoA 

Epoch Randomness • Distributed 

Commit-and- 

XOR 

• Randhound 

• Shard Ledger Pruning 
• Protocol 

Reconfiguration 

• Cuckoo Rule/Bounded 

Cuckoo Rule 

N/A N/A VRF-based 

randomness 

(internally 

verifiable) 

PRP seeded from 

PoW (internal, not 

public verifiable) 

N/A 

Cross-Shard Algorithm N/A • Atomix 

• (Optional) Trust-but- 

verify transaction 

• Cross-shard Verification 

• Kademlia 

S-BAC Eventual Atomicity Relay-based 
metadata 

forwarding without 

rollback 

Batch certification 
using Merkle proofs 

+ vector 

commitments 

• Cross-epoch 

• Cross-call 

• Partial Cross-call 

Merging Strategy 

• Replay-epoch 

Cross-Shard Capacity N/A N/A N/A N/A N/A N/A N/A N/A 

DAG Block Structure N/A BlockDAG N/A Hash-DAG N/A N/A N/A N/A 

Availability Enhancement N/A N/A N/A N/A N/A N/A Rollback recovery 

embedded in 

consensus 

Shadow Shard Based 

Recovery 

Implementation Details Smart Contracts N/A N/A N/A Yes N/A Yes N/A Yes 

Applications C++, 

Own PBFT, 

Amazon EC2 

GO, 

Deterlab 

GO Python, 

Java, 

Amazon EC2 

C++, 

Botan 

Cryptography, Intel 

IPP cryptography, 

own test network 

GO, 

Harmony, 

Amazon EC2 

Amazon EC2, 

Python 

Go, 

AliCloud 

 
 

 

shards to prevent overload on any single shard and ensure that all shards contribute evenly  1454 

to the processing power of the network. 1455 

The challenge lies in determining the optimal number of shards and their respective 1456 

sizes based on real-time network demands. In static environments, a fixed shard configura- 1457 

tion might suffice, but in highly dynamic settings where transaction volumes and validator 1458 

participation vary, a more flexible approach is needed. Dynamic Sharding must react to 1459 

changes in TPS and validator availability, potentially splitting or merging shards as needed. 1460 

However, frequent changes in shard composition can increase the complexity of cross-shard 1461 

communication and consistency, as well as introduce overhead in terms of computation 1462 

and synchronization. 1463 

The future direction of research on shard manipulation might focus on predictive 1464 

algorithms capable of anticipating network load fluctuations and adjusting shard param- 1465 

eters in real-time to maintain efficiency. Additionally, the interplay between cross-shard 1466 

communication and shard size needs to be more thoroughly explored, as larger shards may 1467 

reduce communication overhead but could also lead to inefficiencies if transactions within 1468 

the shard become too complex to manage effectively. By improving these shard manip-  1469 

ulation strategies, blockchain networks can enhance their scalability without sacrificing 1470 

performance. 1471 

9.2. Hybrid Allocation Approaches for Robust Static Sharding 1472 

In Section 7.1, Static Sharding is recognized for its reliability in ensuring secure, 1473 

predictable blockchain operations. Static Sharding assigns nodes to fixed shards and 1474 

maintains this structure regardless of changes in network conditions. This approach allows 1475 
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Table 3. Existing approaches in Dynamic Sharding technique contributing to improve different 

features. 

 
Types of Blockchain Public Blockchain Consortium 

Blockchain 

Approaches Tao et al. (2020) 

[25] 

Zhang et al. (2020) 

[72] 
C. Chen et al. 

(2021) [66] 

R. Chen et al. 

(2022) [65] 

Tennakoon & 

Gramoli (2022) [70] 

Liu et al. (2024) 

[63] 

Song et al. (2025) 

[71] 

Zhou et al. (2020) [69] 

Category Components         

Features Trust 

Establishment 

Present but no 

specific method 

mentioned or 

proposed 

Deterministic identity 

establishment and 

reconfiguration 

Adopt the Louvain 

Algorithm 

Present but no 

specific method 

mentioned or 

proposed 

Present but no 

specific method 

mentioned or 

proposed 

Random committee 

selection per epoch 

Secure node 

assignment & PBFT 

(dual layer); static 

trust 

Present but no 

specific method 

mentioned or 

proposed 

Consensus 

Selection 

PoW Standard BFT 

consensus 

N/A PBFT DBFT Hybrid intra-shard 
BFT + inter-shard 

MPC + threshold 
signing 

PBFT at intra-shard 

and logical shard 

layers 

N/A 

Epoch 

Randomness 

Based on 

OmniLedger 

Epoch-based re- 

sharding; 
randomness source 

unspecified 

N/A Shard 

Reconfiguration 

Shard Committee 

Rotation 

Internal randomness 

for committee 

selection 

Epoch-based 

deterministic seed 

(not verifiable) 

N/A 

Cross-shard 

Algorithm 

N/A Claims support; lacks 

architectural details 

N/A • Anchorhash 

• Jump Consistent 

Hash Algorithm 

N/A MPC + threshold 
signatures for atomic 

cross-shard 
validation 

Relay-based via 

CSTM; no 

rollback/atomicity 

N/A 

Cross-shard 

Capacity 

• Inter-shard 

Merging 

Algorithm 

• Intra-shard 

Transaction 

Selection 

Mechanism 

• Parameter 

Unification 

Method 

DRL-driven re- 

sharding 

• Open Jackson 

Queueing 

Network Model 

• Shard-based 

Blockchain 

Game 
• Polynomial Time 

Algorithm 

• Dynamic User 

Distribution 

• Validator 

Redistribution 

Approach 

• User Distribution 

Table 

• User 

Redistribution 

Epoch 

• Validator Vote 

and System 

Reconfiguration 
Approach 

• Node Mapping 

• Node Remapping 

N/A Dynamic shard 

splitting and merging 

based on live metrics 

DRL-based prefix- 

grouped account 

migration 

• Transaction 

Sharding( Boss 

Shard and Normal 

Shard) 

• Network Sharding 

• Epoch-switching 

Preparation 

• Transaction 

Sharding and 

Micro Block 

Generation 
• Full Block 

Generation and 

Synchronization 

DAG block 
Structure 

N/A N/A N/A N/A N/A N/A N/A N/A 

Availability 

Enhancement 

N/A N/A N/A N/A N/A N/A N/A N/A 

Implementation 

Details 

Smart Contracts Yes N/A N/A N/A Yes N/A N/A N/A 

Applications go-Ethereum 

v1.8.0, 

AWS, 
Python 3.0 

Tensorflow, 

Python 3.6 

Python, 

Matlab 

N/A Collachain, 

Solidity 

Python, 

C++ 

Go, 

Python, 

BLockemulator 

Omnet++ 

 
 

 
Table 4. Existing approaches in Layered Sharding technique contributing to improve different 

features. 

 

 
Types of Blockchain Public Blockchain 

Approaches Hong et al. (2021) 

[24] 

Liu et al. (2021) [73] Li et al. (2024) [74] 

Category Components 
   

Features Trust Establishment Assignment 

System 

Present but no 

specific method 

mentioned or 

proposed 

PoW at registration 

only 

Consensus Selection PoW PoW PBFT intra-shard 

consensus 

Epoch Randomness Randomness 

Generation 

N/A Initial PoW bits for 

assignment; periodic 

VRF for node 

reshuffling (not 

static) 

Cross-shard Algorithm b-Shard, i-Shard Actual shard and 

Virtual shard 

DRL-based pre- 

assignment, no 

rollback 

Cross-shard Capacity N/A N/A N/A 

DAG block Structure N/A N/A N/A 

Availability 

Enhancement 

N/A N/A N/A 

Implementation 

Details 

Smart Contracts Yes N/A Yes 

Applications Go Python Python, 

AliCloud 

 
 

 
for the establishment of trust in a stable environment, where nodes within a shard can 1476 

reliably verify each other’s identities through predefined mechanisms like PoW or other 1477 

consensus mechanism. This enhances security, as the fixed nature of Static Sharding reduces  1478 
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Table 5. Summary of the three sharding techniques and their distinguishing features in different 

blockchain types. In the features column, the ✓indicates the criterion is met. 

 
Types of Blockchain Public Blockchain Consortium Blockchain 

Techniques of sharding Static Sharding Dynamic Sharding Layered Sharding Static 

Sharding 

Dynamic 

Sharding 

Approaches Luu et al. 

(2016) 

[23] 

Kokoris- 

Kogias et al. 

(2017) [64] 

Zamani et al. 

(2018) [67] 

Al-Bassam 

et al. (2018) 

[43] 

Wang & 

Wang 

(2019) [42] 

Lin et al. 

(2024) [62] 

Liu et al. 

(2024) 

[61] 

Tao et al. 

(2020) [25] 

Zhang et 

al. (2020) 

[72] 

C. Chen 

et al. 

(2021) 

[66] 

R. Chen 

et al. 

(2022) 

[65] 

Tennakoo 

n & 

Gramoli 

(2022) 

[70] 

Liu et al. 

(2024) 

[63] 

Song et al. 

(2025) [71] 
Hong 

et al. 

(2021) 

[24] 

Liu et al. 

(2021) 

[73] 

Li et al. 

(2024) [74] 

Zheng et al. 

(2021) [68] 

Zhou et al. 

(2020) [69] 

Category Components                    

Features Trust 

Establishment 
✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

Consensus 

Selection 
✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓  ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓  

Epoch 

Randomness 
✓ ✓ ✓   ✓ ✓ ✓ ✓  ✓ ✓ ✓ ✓ ✓  ✓   

Cross-shard 

Algorithm 
 ✓ ✓ ✓ ✓ ✓ ✓  ✓  ✓  ✓ ✓ ✓ ✓ ✓ ✓  

Cross-shard 

Capacity 
       ✓ ✓ ✓ ✓  ✓ ✓     ✓ 

DAG block 

Structure 
 ✓  ✓                

Availability 

Enhancement 
      ✓           ✓  

Performances TPS 40 TPS 4,000 TPS 7,380 TPS 350 TPS 11,694.89 

TPS 

20,000 TPS 320,000 

TPS 

108 TPS 110,000 

TPS 

1,900 

TPS 

N/A 14,000 

TPS 

8,938 

TPS 

Estimated 

1,652 TPS 

12,000 

TPS 

N/A 5,444 TPS 124,583.7 

TPS 

1,383 TPS 

Latency 103 s 1.38 s 8.7 s 69 ms 13 s N/A 2 s 212 s N/A 1 s N/A N/A N/A N/A 4 s N/A N/A 120 ms N/A 

 
 

 
the opportunities for malicious actors to exploit the approach by frequently changing  1479 

shards. 1480 

However, the primary limitation of Static Sharding is its inflexibility. While this fixed 1481 

structure is beneficial for security, it limits the blockchain’s ability to adapt to dynamic con- 1482 

ditions, such as sudden surges in transaction volume or shifts in network topology. In such 1483 

scenarios, the mechanism in Static Sharding may struggle to distribute workload efficiently, 1484 

potentially leading to congestion in some shards while others remain underutilized. To 1485 

address these challenges, future research could explore hybrid models that incorporate as- 1486 

pects of both Static and Dynamic Sharding. Such models would allow blockchain networks 1487 

to maintain the security and trust benefits of Static Sharding while introducing limited 1488 

flexibility to adapt to changing conditions. For example, a Static Sharding could include 1489 

mechanisms that temporarily adjust shard boundaries or redistribute certain transactions 1490 

during periods of high demand. These enhancements would help optimize the perfor-  1491 

mance of Static Sharding approaches without compromising their inherent stability and 1492 

security. 1493 

9.3. Advanced Optimization and Intelligent Transaction Routing in Dynamic Sharding 1494 

In Section 7.5, existing works in Dynamic Sharding detailed a flexible and scalable 1495 

approach to managing blockchain networks by continuously adjusting the composition of 1496 

shards based on real-time demands. Unlike Static Sharding, Dynamic Sharding is designed 1497 

to adapt to fluctuating transaction volumes and validator participation, allowing for the 1498 

reconfiguration of shards as needed to optimize performance. This flexibility is key to 1499 

ensuring that the network remains efficient and responsive, even as conditions change 1500 

unpredictably. 1501 

However, Dynamic Sharding introduces new complexities, particularly in maintaining 1502 

consistency across shards. As shards are created, merged, or split to handle varying 1503 

workloads, ensuring that transactions are properly validated and synchronized across all 1504 

shards becomes a more challenging task. Without proper coordination, these frequent 1505 

adjustments could lead to issues such as double-spending, inconsistencies in transaction 1506 

history, or delays in transaction processing. Moreover, Dynamic Sharding often requires 1507 
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sophisticated consensus mechanisms that can accommodate the frequent changes in shard 1508 

composition, which can be computationally expensive and difficult to implement. 1509 

Future research in this area could focus on optimizing the mechanisms used to adjust 1510 

shard configurations dynamically. Specifically, improving the algorithms that determine 1511 

when and how to adjust shard boundaries could reduce the overhead associated with 1512 

dynamic reconfiguration. Additionally, more advanced transaction routing protocols 1513 

could help streamline cross-shard communication, ensuring that transactions are processed 1514 

quickly and efficiently, even as shard configurations shift. By refining these approaches, 1515 

Dynamic Sharding can continue to offer a scalable approach for blockchain networks while 1516 

minimizing the potential downsides of its inherent complexity. 1517 

9.4. Layered Sharding Enhancement Through Efficient Coordination and Proactive Shard 1518 

Operations 1519 

In Section 7.4, existing works in Layered Sharding represent an advanced strategy 1520 

for optimizing transaction processing across multiple layers of shards. By dividing the 1521 

blockchain network into different layers of shards, each responsible for specific types of 1522 

transactions or operations, Layered Sharding can enhance both TPS and efficiency. This 1523 

technique allows for parallel processing of transactions, as different shards operate semi- 1524 

independently, reducing the likelihood of bottlenecks and ensuring that the approach can 1525 

handle high volumes of transactions without sacrificing speed or security. 1526 

However, the interdependencies between different layers of shards present challenges 1527 

in maintaining consistency and ensuring smooth communication across layers. When 1528 

transactions span multiple shards or layers, coordinating the validation and finalization of 1529 

these transactions requires robust algorithms to manage the process effectively. Without 1530 

such coordination, there is a risk of transaction failures, delays, or inconsistencies in the 1531 

ledger. Moreover, as the number of layers increases, the complexity of managing these 1532 

interactions grows, potentially leading to inefficiencies if not carefully controlled. 1533 

Enhancing Layered Sharding techniques could involve refining the Cross-shard Al-  1534 

gorithms that manage transactions across different layers, ensuring that transactions are 1535 

validated and finalized as efficiently as possible. Additionally, developing more intelligent 1536 

and dynamically manageable routing mechanisms to direct transactions to the appropriate 1537 

shards or layers could further optimize performance. Another potential area of focus is the 1538 

use of machine learning or predictive analytics to anticipate transaction flows and adjust 1539 

shard operations preemptively, reducing the likelihood of congestion or delays. These 1540 

advancements would help Layered Sharding become a more scalable and reliable approach 1541 

for high-performance blockchain networks. 1542 

In conclusion, while Layered Sharding offers significant potential for improving  1543 

blockchain scalability, continued research and development are needed to address the in- 1544 

herent challenges associated with cross-layer communication and transaction coordination. 1545 

By refining these techniques, blockchain networks can fully realize the benefits of Layered 1546 

Sharding, enhancing both TPS and efficiency while maintaining the security and integrity  1547 

of the ledger. 1548 

9.5. AI-Driven Techniques for Trust, Sharding, and Scalability in Blockchain 1549 

AI techniques, particularly DRL and machine learning, have been applied across vari- 1550 

ous aspects of sharded blockchain operation, including node classification, task scheduling, 1551 

behavior prediction, and protocol parameter tuning as observed in Sections 7.2, 7.3, and 1552 

7.5. While these approaches improve responsiveness and performance, they also raise 1553 

concerns regarding transparency, fairness, and robustness. Key research directions include 1554 

the development of explainable AI methods to enhance interpretability, online learning 1555 

frameworks to adapt to dynamic environments, and safeguards against biased training 1556 
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data that could lead to unfair validator assignments or centralized influence. Moreover, the 1557 

computational cost and tuning complexity of deep models highlight the need for efficient, 1558 

self-adjusting alternatives that balance intelligence with scalability. 1559 

9.5.1. Machine Learning for Dynamic Trust and Reputation Management 1560 

AI and machine learning models are leveraged for node classification, reputation 1561 

assessment, and dynamic identity verification. These methods enable real-time detection 1562 

of anomalous or malicious behaviors, providing greater flexibility than static, rule-based 1563 

systems. However, as seen in recent studies (see Section 7.1), there remain challenges in 1564 

ensuring the transparency and fairness of AI-driven trust assessments. Many current ap- 1565 

proaches are difficult to audit, potentially introducing bias or centralization risks, especially 1566 

when training data are skewed or adversarial. Thus, future research should prioritize 1567 

explainable, auditable, and decentralized AI trust mechanisms that support decentralized 1568 

governance, are resistant to adversarial manipulation, and incorporate online learning 1569 

frameworks to adapt to changing environments. 1570 

9.5.2. Reinforcement Learning for Adaptive Shard Configuration 1571 

DRL models have shown promise in optimizing shard configurations, transaction 1572 

assignments, and protocol parameter tuning in response to fluctuating workloads. Such 1573 

adaptability, discussed in Sections 7.3 and 7.5, improves throughput and resource allocation.  1574 

However, the computational demands and tuning complexity of deep models can limit 1575 

scalability. These systems may also overfit to recent network states, reducing robustness 1576 

to sudden changes. There is a growing need for lightweight, self-tuning algorithms that 1577 

balance responsiveness and stability. Research should focus on designing real-time moni- 1578 

toring layers and distributed control mechanisms that support consistent and coordinated 1579 

decision-making. Evaluating the cost and impact of frequent reconfiguration, including 1580 

synchronization delays and system overhead is essential to ensure that local adaptations 1581 

align with broader performance goals. 1582 

9.5.3. Predictive Analytics and Clustering for Efficient Cross-shard Communication 1583 

AI-powered clustering and prediction techniques are used to reduce inter-shard de-  1584 

pendencies by grouping highly interactive nodes or predicting communication patterns 1585 

(see Sections 7.4 and 7.5). These approaches can lower transaction latency and network 1586 

congestion, but they may introduce computational overhead, react slowly to rapid or ad- 1587 

versarial behavioral changes, and their robustness under dynamic or adversarial conditions 1588 

requires further evaluation. Future work should investigate asynchronous or optimistic 1589 

protocols for cross-shard transactions, lightweight verification schemes, and advanced 1590 

workload profiling techniques. Mechanisms that cluster accounts or nodes based on shared 1591 

characteristics show promise, but must be validated under diverse operational scenarios. 1592 

9.5.4. AI-Augmented Data Structures for Parallelism and Consistency 1593 

The integration of AI with advanced data structures, such as DAGs (see Section 7.6), 1594 

enables asynchronous and parallel transaction processing in sharded blockchains. AI 1595 

methods can support conflict resolution, efficient state management, and tip selection.  1596 

Nonetheless, challenges remain in maintaining transactional integrity across concurrent 1597 

updates, as well as managing synchronization and conflict resolution at scale. Further 1598 

research should investigate scalable, lightweight protocols for maintaining consistency 1599 

in DAG-based sharded environments, and optimize traversal and tip selection strategies. 1600 

Lightweight synchronization protocols and conflict resolution mechanisms tailored for 1601 

DAG usage in sharded settings are also important areas for further study. 1602 
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9.5.5. Summary and Emerging Directions 1603 

In addition to addressing trust, AI integration, communication efficiency, shard adapt- 1604 

ability, and consistency in data structures, future research should also consider the role 1605 

of FL frameworks. These approaches support decentralized training of AI models while 1606 

preserving data privacy, aligning well with the distributed nature of blockchain systems.  1607 

Furthermore, addressing scalability and interoperability remains essential, particularly in 1608 

application domains such as healthcare and the Internet of Things. 1609 

Emerging technologies such as Agentic AI [93] offer promising avenues for enhancing 1610 

sharding mechanisms under real-time and complex operational demands. By decomposing 1611 

high-level objectives into smaller, manageable sub-tasks, Agentic AI can facilitate intelligent 1612 

shard configuration, adaptive cross-shard communication, and real-time anomaly detection.  1613 

These capabilities are particularly relevant for latency-sensitive applications, including 1614 

smart factories and haptic communication systems, where autonomous, fine-grained con- 1615 

trol is essential for reliable and secure performance. 1616 

Our review further highlights that the integration of AI with sharding is not merely 1617 

conceptual but has already been supported by experimental studies. For example, SPRING  1618 

[74] demonstrates that DRL-based reconfiguration reduces cross-shard transactions and  1619 

improves TPS, while TBDD [78] reports up to 13% TPS gains through a trust-driven DRL  1620 

framework. Similarly, MBPOBS [83] employs reinforcement learning with Gaussian Pro- 1621 

cess Regression and achieves 1.1–1.26× TPS improvements compared to baseline models. 1622 

AEROChain [71] and SkyChain [72] also employ DRL-based migration and re-sharding  1623 

strategies validated in simulation, focusing on TPS, latency, and security metrics. These 1624 

cases illustrate that AI-assisted sharding approaches are already backed by empirical evi- 1625 

dence, though further real-world validation remains essential for assessing their scalability 1626 

and robustness. 1627 

In summary, AI techniques are enabling advances in trust management, adaptive 1628 

shard configuration, efficient cross-shard communication, and state consistency in sharded 1629 

blockchains. However, these benefits come with new challenges, including the need for 1630 

transparency, fairness, and robustness, particularly in adversarial or dynamic environments.  1631 

Research should continue to focus on explainable AI, decentralized and privacy-preserving 1632 

learning (e.g., FL), and real-time adaptive control, especially for sensitive and large-scale 1633 

applications. 1634 

10. Conclusion 1635 

Our review has classified sharding into three distinct techniques: Static, Dynamic, 1636 

and Layered, along with the features inherent to each sharding mechanism. It highlights 1637 

how the number of shards and shard sizes are crucial in managing nodes and transactions, 1638 

subsequently impacting performance metrics such as TPS and latency. For instance, Static 1639 

Sharding, constrained by a predetermined number of shards and sizes, can only accom-  1640 

modate a limited number of nodes and transactions. This limitation highlights the need 1641 

to explore Dynamic and Layered Sharding, but also acknowledges that these approaches 1642 

may still be insufficient when it comes to catering to the emerging blockchain-integrated, 1643 

low-latency and high-reliability demanding applications (e.g., Tactile Internet and Haptic 1644 

Feedback and Smart Factories). Furthermore, AI integration can break down complex 1645 

tasks into smaller, manageable units, offering a promising approach to enhancing sharding 1646 

mechanisms and meeting the real-time demands of applications. While AI innovations offer 1647 

valuable short-term gains, it remains essential to rethink the underlying shard formation, 1648 

validation, and interaction logic in order to embed adaptivity, fault tolerance, and load 1649 

balancing directly into the architecture. In addition, compared with prior state-of-the-art 1650 

surveys, this review provides broader and more up-to-date coverage. Earlier reviews 1651 
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often remained conceptual, limited their focus to static sharding, or lacked integration of 1652 

evolving trends. By contrast, our study consolidates the classifications of Static, Dynamic, 1653 

and Layered Sharding, incorporates emerging AI-assisted mechanisms, and uniquely inte- 1654 

grates standardization efforts such as ITU-T Recommendation F.751.19 (2024) and ETSI GR 1655 

PDL-032 (2025). This positions our work as a more complete and forward-looking contribu- 1656 

tion. While numerous studies report improvements in TPS and reduced latency through 1657 

sharding-based approaches, these claims are often supported by limited or incomplete 1658 

experimental evidence. In particular, many works do not provide detailed descriptions of 1659 

their experimental settings, datasets, or analyses, which makes independent verification 1660 

difficult. This gap underscores the need for more rigorous benchmarking across diverse 1661 

environments and transparent reporting of evaluation methodologies in future research. 1662 

Looking ahead, future research should focus on developing lightweight cross-shard com- 1663 

munication protocols, dynamic trust reassessment models, and transparent AI-driven 1664 

frameworks that enhance fairness and resilience. Furthermore, more prescriptive standards 1665 

are needed to guide practical implementations and ensure interoperability. By highlighting 1666 

both comparative advantages over prior surveys and outlining these future directions, 1667 

this review not only synthesizes the current state of blockchain sharding but also charts  1668 

a clear roadmap for advancing scalability, security, and practical deployment. Finally, 1669 

we identified here key open issues and future research challenges within the context of 1670 

blockchain sharding. This work will inspire and guide future researchers in exploring 1671 

more advanced sharding techniques and approaches to improve blockchain scalability and 1672 

efficiency. 1673 
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