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3.0	INTRODUCTION

The virtual human character has been researched extensively in the past few decades. Virtual human characters are widely used in different areas, such as movies, games and embodied conversational agents (ECAs). A real-time realistic virtual human character depends on facial expression, facial emotions, and facial interactions, which are fundamental components in the ECA development (Queiroz et al., 2009). To achieve a realistic virtual human character, a number of factors are essential to characterize human facial actions. In the case of ECA, combination of eye movement, lip synchronization, gesture, emotions, facial expression and body orientation provides necessary information. These are used to depict the flow of ideas, sequence of thoughts and depth of understanding that a virtual character should embody. Other aspects of human actions that should be considered are gaze and saccadic eye movements. Human gaze depicts the thinking process in a human mind, which is often referred to as the "window to the mind". When eye movement is combined with gaze, significant nonverbal information and emotional intentions, commonly seen in human speaking, are conveyed. A number of studies have been conducted on virtual character animation to realize human behaviour with embodied expressions. A study proposed the Behaviour Expression Animation Toolkit (BEAT) to integrate nonverbal expressive behaviours with synthesized speech in a virtual character (Cassell et al., 2001). Despite the progress shown in the literature (Quené et al., 2012) (Schuller et al., 2013) (Gonseth et al., 2013), animation of realistic characters still remains a challenge. The challenges can be attributed to the difficulty of realizing the following human behaviour in virtual characters: 1) emotion that embodies human intelligence; 2) utterances that are synchronized with facial expressions; and 3) faithful lip movements with face expressions. Usually, it is easy for individuals to perform these properties without hitches; however, it is challenging for virtual characters, because modelling of nonverbal behaviour can be complex. For example, a character should talk and stare at an object simultaneously (Kipp et al., 2010) (Queiroz et al., 2010) (Preda and Jovanova 2013).  
Thus, this chapter presents a comprehensive survey of the current issues and emerging trends in animation of virtual human character. This chapter will discuss four important aspects for realistic modelling of virtual human character, namely facial expression, eye behaviour, and lip synchronization. This literature review explores different face synthesis models related to image, video, and features information. The rest of this chapter is organized as follows. Section 3.1 discusses important issues pertaining to the virtual human character realism. Section 3.2 offers a detailed review of facial expression synthesis and eye behaviours. Section 3.3 discusses the lip synchronization. Section 3.4 describes facial modelling and animation techniques as well as the gaps in the techniques. Section 3.5 describes the advances and issues in expressive talking virtual human character. Finally, conclusion is presented in section 3.6.

3.1	VIRTUAL HUMAN CHARACTER

Since 1972 till now, a realistic virtual human character is yet to be realized. Understanding the human facial expressions and emotions is a difficult process which translates to the complexity in human facial gesture and emotions realistic model. Attempts have been made in the past to model the facial gesture and emotions in real time but the complexities with the emotions modelling of real characters are still an issue. However, some noted progress is in (Kipp et al., 2010) (Queiroz et al., 2010) (Preda and Jovanova 2013) where a realistic character with fast performance is achieved, though human intervention in the whole process played a major part. Queiroz et al (2009) developed a usable, extendable and robust facial animation platform for MPEG-4 parameterized face where a high-level description of facial actions and behaviours is achieved through an interaction between the user and the virtual character. Xface Open Source is mostly used for creating and animating embodied conversational agents (ECAs) and is implemented using a set of tools that is easy to use and extend (Balcı et al., 2007). 
These issues concerning the creation of 3D facial animation model by blending emotional expression with the eye blinks is resolved and a lifelike face is synthesized. A more realistic, synchronized, and effective dialoguing face animation is achieved with MPEG-4. Open source 3D facial animation model Xface that can be implemented depending on MPEG-4 approach is available. In Xface a set of vertices are usually selected for all feature points (zones). It uses a Raised Cosine Function to deform the region and transfer the vertices in the neighbourhood when a feature point is moved. This is being a distance transform achieves satisfactory results. Another example of implementation of MPEG-4 FA is Greta (Pasquariello et al., 2001). It is features technique useful in creating wrinkles. And also LUCIA is expressive talking virtual character. LUCIA works on standard Facial Animation Parameters and speaks with the Italian version of FESTIVAL TTS (Leone et al., 2012). Figure 1 shows expressive talking head systems.
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Figure 3.1 Expressive Talking Head Systems (a) Greta (Pasquariello et al., 2001), (b) Xface (Balcı et al., 2007) and (c) Lucia (Leone et al., 2012)

Synthesis of realistic visual speech animations requires text or audio input, which has been an important research problem. The most common approach is to map the phoneme to the corresponding visual phoneme (viseme) and generate the animation depending on the visemes sequences, demonstrated in a system using blend shapes (Shapiro, 2011). However, the shape of the viseme is not independent; it is influenced by the adjacent phonemes. Massaro et al., (2012) introduced the parameterization function method, dealing with co-articulation. Although this method is intuitive to use, it is difficult to generate different faces, because it is bounded to a certain facial topology. Many methods of data driven approach were synthesis articulations of the animation data. A dynamic visemes method was developed, which extracts gesture from video input of human subjects. This method synthesizes dynamic viseme from the input phonemes by searching for the best mapping through a probability graph from visual gesture data and the viseme sequence. This method yielded satisfactory results; however, it has some drawbacks, for example, it requires 150 visemes animations for every single face. 
With the extension of speech realistic visualization, Brand (1999) introduced a facial machine, driven by voice input using the Hidden Markov Model (HMM). Other researchers improved the articulation model by designing a talking head system with synthesized dynamics articulator at the phoneme level, and explored the distinctions of sound production using the HMM-based synthesis to perform Maximum Likelihood Parameter Generation algorithm for smoothing.	

3.2 FACIAL EXPRESSION SYNTHESIS

Human emotions, intention, as well as other verbal and nonverbal expressions are embodied in the facial expressions. Facial expression analysis and synthesis are crucial for computer vision and graphics. These are useful in a diversity of applications, such as the face detection and recognition. Classification of facial features and motions are based on visual information, and emotional expressions, such as voice, gestures, pose and gaze are crucial for an efficient facial expression recognition model. Motivation for facial expressions often demands an understanding of the emotional status of the human subject (Fasel and Luettin 2003) (Dornaika et al., 2013).  The realistic integration of speech, gestures and facial expressions are currently an open area of research. The basic issue is how to achieve a realistic virtual human character that incorporates emotions, gaze and speech motions (DeCarlo et al., 1998). According to previous studies (Lance et al., 2008), gaze involves changes in movement and physical parameters; for instance, head speed in a gaze shift. The modelling of gaze is non-trivial and requires simultaneous modelling of eye movements, posture, and head movements (Essa and Pentland 1995) (Lance et al., 2008) (Deng and Neumann 2008) (D’Mello et al., 2012). These aspects constitute the ECAs, reflecting the multimodal nature of human conversation, covering both verbal and nonverbal aspects. Previous integration efforts were enabled by developments in psychology and coding systems (Chopra Khullar and Badler 2001). Ekman and Friesen (1978) proposed a theory for facial expression based on psychology. This well-known approach is simple, and is able to describe emotional states (Chou and Shih 2010). Other researchers introduced emotional theories, and discussed their roles in human information behaviour (Lopatovska and Arapakis 2011). Ekman (1978) parameterized facial expressions using a set of Action Units (AU) (Yang et al., 2011). These Action Units defined facial expression in small regions. This method focused on analysing expression of real humans through pictures, when they expressed emotion symptoms. In a similar manner, Darwin (2005) examined motivation, personality of behaviour, cognitive processes and sensations.
The 2D motion has been the basis for the majority of integration efforts. However, these do not provide control of emotion and evaluation of the 3D methods. A study   suggested that animating the 3D face models requires data structure organization for efficient determination of appropriate movements (Cao et al., 2005). Search algorithms, such as the Support Vector Machine (SVM), are necessary for an automated detection of emotion from the arbitrary input utterances. The 3D facial models have been explored for various applications (Neji and Ammar 2007) (Oyarzun et al., 2010) (Patel and Zaveri 2010). Eye movement is also crucial for realistic face-to-face conversations, and carries huge amount of non-verbal and emotional intents. Different gaze patterns, accompanied by verbal instructions, convey intention to an observer through image sequences (A. L. Yarbus 1967). The exchange of glances during a conversation is an important signal for the continuity of interaction. Eye gaze patterns during a conversation can reveal a lot about circumstances surrounding the event. Furthermore, the eye movement is associated with the behaviour employed to attract attention to a variable environment (Vertegaal et al., 2000). To control the effect of eye gaze patterns on the realism of a facial animation, the use of an Eye Direction Detection (EDD) and an Intentional Detector (ID) as basic components of a Shared Attention Mechanism (SAM) have been proposed (Baron-Cohen et al., 1985). 
In an attempt to classify eye gaze patterns, Pelachaud et al., (1996) described that communication gestures composed of 60% gaze and 30% mutual gaze (Pelachaud et al., 1996). Further analysis was performed on eye behaviour during interactions. Some researchers have simulated the eye gaze patterns of an interlocutor by analysis of the mutual gaze (Colburn et al., 2000) (Garau et al., 2001). The gaze has been used to simulate dynamism in a simulated face-to-face interaction (Vertegaal et al., 2000) (Wang et al., 2010). These advances have been applied to develop an Intelligent Tutoring System (ITS), with the aid of a commercial eye tracker. Several studies have focused on eye movements of virtual characters from the standpoint of the user’s perception. For instance, saccades depicting fast eye movements from one position to another became a central interest (Ibbotson and Krekelberg 2011). However, the difference between dynamic and multiple gaze instances has often been blurred. Gaze instances are important for acknowledgement and attention. A statistical eye movement model of saccades has also been developed. 
Furthermore, an expression transfer model has been proposed(Yang et al., 2011), in addition to a hierarchical animation method for transferring facial expression extracted from a video to facial sketches to be used in facial expression recognition. In spite of these progresses, optimal methodologies do not yet exist for the formation of realistic emotive 3D humanoid audio-visual characters, and elevation of human-computer interactions to more believable human-human interactions (Fu et al., 2010).

3.3 	LIP SYNCHRONIZATION  

Synchronization of lip movements and voice is an important component of the realistic conversation emulation between humans and virtual characters. These are also essential components in emotional facial expression for the realism of virtual characters, because they contain considerable amount of emotional information.  Speech consists of a sequence of phonemes. In order to synchronize speech with a visual representation, each phoneme should be associated with a viseme. The animated visemes should correspond to the locality of the lip, jaw and tongue, required to vocalize their corresponding phonemes. This approach is popular for generating real-time speech animation systems that project interactive emotions and personality. In the real-time voice driven method, the speaker's lip shape is synchronized with the corresponding speech signal (Shih et al., 2010), (Itimad, 2015). Usually, the used set of visemes is activated by a test-to-speech (TTS) engine, which translates a text utterance into a sequence of phonemes. Without manual setting of positions for a group of phonemes, the TTS technique can generate realistic speech. The quality of phoneme-to-viseme mappings used for the English language was evaluated in a study, and a module was proposed to achieve quicker virtual human dialogs (Serra et al., 2012).

3.4 	FACIAL MODELLING AND ANIMATION TECHNIQUES

Techniques for the simulation of face shape and facial muscle behaviour have been discussed earlier. Realistic facial models are needed for designing digital games (Platt and Badler 1981) (Guenter et al., 1998) (Pighin et al., 2006) (Lee et al., 2011) (Hoshang, 2014). However, facial modelling and animation techniques are difficult to classify, because there are no delimiters that separate one technique from another with regards to their use in virtual animation. Therefore, the study considered various techniques on the basis of their underlying methodologies, these techniques are: 

3.4.1	Facial Action Coding and Facial Expression Approaches

The Facial action coding system (FACS) developed by Ekman described all facial movements (1978). Initially, the FACS was not intended for use in animation, but later it was used in a wide range of virtual character realizations (Kopp et al., 2011). Ari Shapiro used the FACS to describe a system for the movement of virtual characters, including simulation of character models and games for social research to achieve high levels of realism and control (Shapiro 2011). In addition, bearing the embodied conversational agents (ECA) in mind, Čereković et al., (2011) designed a real actor (RA) system to realize multimodal behaviour. This design implements speech concurrency with gestures using the neural networks and manual adjustment of the facial animation model to synthesize face expressions. Wang et al., (2010) improved this system to unify multimodal human behaviour for generating the ECA. The action units are basic actions in the FACS. The AUs describe 46 points in the face, where contraction of facial muscles or group of muscles can occur. Facial expressions result from various combinations of these units. Figure 2 shows some of the simpler action units of the main codes observed on a typical face. The red arrows in Figure 2 show the directions of AU movements, while the red points are the centre of mass of the feature that is being moved. Facial expressions are essential for dialogue (Saba et al., 2014). Zhang et al., (2013) has successfully connected facial expressions to intention and dialogue. The idea is that, since human perception is semantically structured, it can be analysed into different recognizable elements through the Latent Semantic Analysis, allowing the use of semantic structures and linguistic restriction for the identification of embedded conversation (Zhang et al., 2013). 
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Figure 3.2 Action units and main codes on the face (Morten Havmøller Laursen, 2012)

3.4.2	Deformation approach

The deformation approach considers facial movements as deformations of facial features. The surface of the facial mesh often produces high-quality movements that exhibit facial expressions. Realistic and natural facial movements are enabled through a facial mesh, which can be manipulated using a function operating on small elemental mesh units. Typically, effective manipulation requires that the facial muscle structure is ignored. High speed rendering is achieved by representing spline surfaces by hierarchical B-splines. A variety of facial expressions can be created by combining muscles with the hierarchical spline surfaces (Thiebaux et al., 2008).

3.4.3	Physics muscle approach

Facial muscles are thin, and their voluntary movement is consistent with the movement of various facial subcutaneous tissues. Facial muscles can be characterized in terms of their actions, namely the linear/parallel muscles, the elliptical/circular sphincter muscles and the sheet muscles. Platt and Badlerin (1981) used the human facial structure to create a muscle model. The muscle arcs were applied to flexible meshes to generate multiple facial expressions (Platt and Badler 1981). The muscle approach was also employed by Martino (2007), in which the context-dependent viseme was used to evaluate the efficiency of conveying speech information to a speech-synchronized facial animation system (Martino 2007). However, the number and distribution of fiduciary points have, to an extent, effect on the quality of viseme presentation. Another physics muscle example was studied by Leigh (2006). This resulted in the development of “Greta”, a virtual agent platform to coordinate robot gestures with speech (Pasquariello et al., 2001).

3.4.4	Performance driven approach

This method is useful in circumstances where difficulties in controlling facial animation are the result of inaccuracies in movement tracking. This is a significant issue in real-time scenarios, such as movies, where interactivity of animations must be ensured to combine motion and expressions naturally. A performance-driven approach was proposed to synthesize an expressive speech animation system with controls at the phoneme level. This was achieved through visualization and interaction phoneme clusters constituted from several facial motion frames (Deng & Neumann 2008). Some other smartbody (SB) open source modular platforms for animating the ECAs in real time and novel automatic lip-motion trajectory synthesis were presented in other studies (Hofer et al., 2008). Hofer’ work (2008) was extended by Zoric et al., (2011) through generating animation trajectories for the desired lip-speech animation.

3.4.5	MPEG-4 Approach

The Moving Picture Expert Group-4 (MPEG-4) method was introduced in 1998. It was used in the coding of geometry and for transmission of animation parameters. Three dimensional (3D) facial models are defined with many animation parameters. The MPEG-4 specifies animation by defining three types of facial data, namely the face definition parameters (FDP), the facial animation parameters (FAP), and the FAP Interpolation Table (FIT), which define the FAP interpolation rules. The FDP information is used for building 3D face geometry. The FAPs, on the other hand, were designed to encrypt animation facial emotions, expressions and speech pronunciation. Overall, the human face is described by 68 parameters, which are classified into 10 groups depending on the parts of the face. Generally, the FAPs describe most of the facial expressions. Face parameters are animated through the Face Parameter Units (FAPU). For a face in the neutral state, the FAPUs can be calculated from the distances between major facial features. 
Various authors have used the MPEG-4 technique in facial animation studies. Balci et al., (2007) created the embodied conversational agents (ECA) Xface tools using the MPEG-4 and achieved key-frame driving using the SMIL-Agent scripting language. The developed ECA mimics expressions associated with the emotions, where gesture is absent. These set of tools can be used and easily extended as shown in Figure 3. 
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Figure 3.3 The SMIL-Agent script processing (Balcı et al., 2007)

Queiroz et al., (2009) developed a user-friendly, extendable and robust facial animation platform for the MPEG-4 that enabled parameterization of face with a high-level description of facial actions and behaviours through an interaction between the user and the virtual character. Zoric et al., (2011) incorporated facial gestures in real time using the MPEG-4 to automatically animate realistic speech. However, emotions are not displayed by this system as explained by Zoric et al., (2011). This lack of emotional quality was tackled by Kessous et al., (2010), who suggested that automatic emotion recognition can be used in scenes where speech is in progress(Kessous et al., 2010). In this study, a Baysian classifier was used to identify and recognize different types of emotions representing various gestures. However, the produced animation was still unable to develop human-like face movements. Human-like face movements were introduced by Arsov et al. (2010) by implementing a real-time interaction system capable of learning and practice of the Cued Speech (CS) for online environments. The facial feature points defined in the MPEG-4 are shown in Figure 4.
[image: ]
Figure 3.4 Some Facial features points for the face as the MPEG-4 standard
The face object, specified by the MPEG-4, represents the human face in a structured way such that the visual manifestations of speech are intelligible. Facial expressions allow recognition of the speaker’s mood so that the animation is as realistic as the movement of a real speaker.

3.4.6	Visual Speech approach

Human speech and facial expressions complement each other; when a person speaks, he/she exhibits facial expressions. However, during the speech, mouth movements are added to facial expressions, which are difficult to model, especially for the recorded speech. This is because different languages comprise of large sets of vocabulary, phonemes, and speech co-articulation, which should be synchronized to achieve realism (Frederic and Keith 2008).
The efficacy of speech and facial animation synchronism, when the speech information is conveyed to the animation model, was proposed by Martino (2007). In another related work, the IrisTK was introduced; a –toolkit specifically designed for the rapid development of real-time systems for multi-party face-to-face interaction (Skantze and Moubayed 2012). Also, the Situation Agent, Intention, Behaviour, and Animation (SAIBA) were developed as a general purpose of the ECA with modular architecture. The SAIBA framework defines three levels of abstraction, starting from the computation of the agent's communicative intention up to the behaviour planning and realization. It also allows fewer likely customizations when applied to different agent technologies, and a variety of media. In addition, Berger and Hofer developed a form of human-computer interaction via non-verbal sounds, such as hissing and buzzing. This combination of speech and computer facial animation, which was called the “carnival”, aimed to integrate real-time speech processing with the facial animation in an object-oriented environment (Berger and Hofer 2011)(Bevacqua et al., 2011).

3.5 	ADVANCES AND ISSUES IN REALISTIC EXPRESSIVE TALKING

Definitely, the details of facial expression and the smoothness in the movement of a virtual human character are not as good as that of a real human actor performing on stage or in movie (Chiu and Marsella, 2011). However, it is acceptable if the animated dialogue can communicate all the important expressions of emotions such as the correct movements. Some of these significant movements are associated with the timing of eyes blink, the synchronized appearance (hint and the duration) of a smile, the correct facial expressions such as the radiant look of happiness, the frown from sadness, the fierce look of anger and the fearful look of humiliation. This exhaustive and yet accurate overview provides the reader a broad knowledge on the present advancements, excitement, past developments and future trends of facial animation system. In the synthesis of virtual human character, it is essential to observe and listen beyond the words so that the correct sense of emotions can be captured. To simulate the emotional state of the character, it is necessary to look up for relevant facial expressions associated with the virtual character. 
Lip syncing synthesis animation is not that easy. Adding dialogue to a character gives life that is not possible in any real situation. Lip synching existed for decades but the real challenge originates in blending emotions with lip synching to produce fuller and richer character animation. For model based talking head systems, it is more elegant to work on the parameters to bring about co-articulation effects. Speech is a natural way for humans to communicate. Truly, it is a common form of communication in everyday life. Speech is therefore an excellent choice for communication between humans and machines. Giving information to a user in the form of a talking head makes the receipt of that information natural for the user. Conversely, attaining information from a user’s face or speech completes a natural way for a human to interface with a computer. Use of speech may also make the experience more comfortable for users, especially ones that have a phobia of machines. 
A facial animation model defines the surface of the face to specify a specific shape (FAPs), a mapping of FAPs to a specific shape, and rendering. Various parts of the facial model may vary in complexity with some possibly missing. A facial model might also have more than one of each of the parts. The goal of this thesis is to produce the desired motion, which could be realistic or artistic. A conversation that is simulated in several ways via different emotional states are identified and encoded.  The lexicon obtained should contain enough emotions variables so that different personalities and dissimilar emotions required in a dialogue can be displayed. 
Eye movements are very important factor to increase the realism of avatar. Voice intonation and talking speed are normally controlled so that the simulated talking head can express sufficient emotional expressiveness relevant to its character in the animation video. Development of modules containing integration of face intonation and correct talking speed with eye blinking is an important future research topic towards the synthesis of human-like talking head. 

3.6 	CONCLUSIONS

Research in the area of facial modelling and animation seeks to achieve a system that creates real-time realistic animation, automated with adaptation to the individual faces. This chapter provided a thorough survey of facial animation with emphasis on eye movement, lip synchronization, and facial expression research. The review embodied issues associated with the facial animation approaches, drawing on the similarities between methods and the subdivision of these methods into models. The literature demonstrates that complex effective communication tools are required for the creative animation of virtual characters. In high quality animation, configuration of facial elements, such as facial muscles, facial bones, emotional facial expression, gaze, and synchronization of lips in conversation is a daunting task. Creation of realistic virtual human characters requires great effort coupled with sufficient time for skilled animators. 
It has been suggested that realistic dialogue animation, providing the objective of what is being said, can be produced by matching the mouth shape to the phoneme of the spoken communication so that they synchronize with the facial expression. However, due to the complexity of human facial anatomy, no real-time system can presently generate all the subtle facial expressions and emotions realistically for virtual characters. This survey is expected to provide knowledge on the latest issues regarding the facial animation research, with especial focus on eye behaviour and lip synchronization in virtual reality or game environment.
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