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Rüdiger Pakmor ,1 ‹ Francesca Fragkoudi ,2 Robert J. J. Grand ,3 Christine M. Simpson ,4 
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A B S T R A C T 

Cosmological hydrodynamical simulations have become an indispensable tool to understand galaxies. However, computational 
constraints still severely limit their numerical resolution. This not only restricts the sampling of the stellar component and its 
direct comparison to detailed observations, but also the precision with which it is evolved. To overcome these problems we 
introduce the Superstars method. This method increases the stellar mass resolution in cosmological galaxy simulations in a 
computationally inexpensive way for a fixed dark matter and gas resolution without altering any global properties of the simulated 

galaxies. We demonstrate the Superstars method for a Milky Way-like galaxy of the Auriga project, improving the stellar mass 
resolution by factors of 8 and 64 at an additional cost of only 10 per cent and 500 per cent , respectively. We show and quantify 

that this improves the sampling of the stellar population in the disc and halo without changing the properties of the central galaxy 

or its satellites, unlike simulations that change the resolution of all components (gas, dark matter, stars). Moreover, the better 
stellar mass resolution reduces numerical heating of the stellar disc in its outskirts and keeps substructures in the stellar disc and 

inner halo more coherent. It also makes lower mass and lower surface brightness structures in the stellar halo more visible. The 
Superstars method is straightforward to incorporate in any cosmological galaxy simulation that does not resolve individual stars. 

Key words: MHD – methods: numerical – galaxies: kinematics and dynamics. 
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 I N T RO D U C T I O N  

he Gaia satellite (Gaia Collaboration 2016a , b , 2018 ) and other
ecent observational campaigns have provided us with a detailed 
icture of the stellar discs and stellar haloes of the Milky Way and
earby galaxies, in particular of various substructures in the disc and 
alo (see, e.g. the reviews by A. Helmi 2020 ; A. J. Deason & V.
elokurov 2024 , and references therein). Stellar dynamics includes 
 multitude of complex phenomena, from the formation of bars and 
piral arms in disc galaxies to tidal streams in the halo. Numerical
imulations are a crucial tool to understand the non-linear physical 
rocesses that create and govern stellar structures. In particular, 
imulations that form and evolve galaxies in their full cosmological 
ontext are critical to understand stellar structures. Only cosmolog- 
cal simulations self-consistently include the formation and growth 
f galaxies over cosmic time, which is critical to study the long-lived
 E-mail: rpakmor@mpa-garching.mpg.de 
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tructures like stellar bars and spiral arms and secular evolution in
he stellar disc. In contrast to isolated set-ups, only cosmological 
imulations self-consistently include all interactions with satellite 
alaxies. These interactions with satellites shape the stellar halo (A. 
onachesi et al. 2019 ) and are a source of structures in stellar discs

anging from small-scale substructure (A. J. Deason & V. Belokurov 
024 ) to large-scale perturbations (F. A. Gómez et al. 2017a ; R. J.
. Grand et al. 2023 ). However, stellar substructures are sometimes
mall (A. Helmi 2020 ) and stellar streams (N. Shipp et al. 2018 )
an consist of only thousands or even only hundreds of stars. These
tructures can also be old. In simulations, equivalent structures are 
herefore susceptible to numerical noise. We therefore need high- 
esolution cosmological galaxy simulations to model these structures 
t all. Specifically, we need high stellar mass resolution to accurately
volve stellar dynamics over long time-scales, to be able to model and
nderstand the formation and evolution of complex stellar structures. 
or example, simulating the formation of spiral arms might require 
ore than 100 million star particles in the stellar disc to not be

ominated by noise (E. D’Onghia, M. Vogelsberger & L. Hernquist 
013 ). 
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In principle, cosmological simulations of Milky Way-like galaxies
ith exceptionally high mass resolution of 1000 M� per particle are
ossible (E. Applebaum et al. 2021 ; R. J. J. Grand et al. 2021 ). How-
ver, they are very computationally expensive and it is essentially
mpossible to properly calibrate the galaxy formation model for them,
ecause the properties of the galaxies (most importantly their stellar
ass) change too much with resolution (P. F. Hopkins et al. 2018 ; A.
illepich et al. 2018b ; R. J. J. Grand et al. 2021 ; D. Pathak et al. 2025 ).
or example, galaxies simulated with the Auriga galaxy formation
odel increase their stellar mass by ∼ 30 per cent at z = 0 for every

actor of 8 improvement in mass resolution of all components (R. J.
. Grand et al. 2017 , 2021 ). This change is very similar for galaxies
imulated with the IllustrisTNG model (A. Pillepich et al. 2018b ).
onsequently, increasing the mass resolution by only a factor of
 can significantly change the global and structural properties of a
tellar disc or a satellite galaxy. For example, whether a central bar
orms or not can differ with resolution (F. Fragkoudi et al. 2025 ).
his limits our ability to draw conclusions about stellar structures

n galaxy simulations that were run at better mass resolution than at
hich the model was calibrated. 1 

To sidestep this problem and to reach better stellar resolution
ithout changing the galaxy significantly we introduce the Super-

tars method: Rather than forming a single massive star particle from
 star-forming gas cell, we form several less massive star particles
each with a small additional velocity kick) in the same star formation
vent. This allows us to improve the mass resolution of the stellar
omponent in galaxy simulations significantly, without changing the
ass resolution of the gas, and without affecting the galactic wind
odel of Auriga or TNG. We show that this method is straightforward

o include in any cosmological galaxy simulation where star particles
epresent average stellar populations. It improves not only the number
f stellar tracers, but also the fidelity of the evolution of stellar
tructures, as it does not change the global properties of the stellar
isc. Moreover, this method comes only at a moderate additional
omputational cost. 

We explain the Superstars method in Section 2 . We demonstrate
n Section 3 that it preserves the global properties of the galaxies,
nd notably of their stellar discs, very well and in particular signifi-
antly better than previous higher resolution Auriga simulations. In
ection 4 , we focus on the satellite population and show that satellite
roperties remain unchanged with the Superstars method as well. In
ection 5 , we show how the Superstars method allows us to much
etter identify, characterize, and preserve substructures in the solar
eighbourhood as well as structures in the stellar halo. We conclude
ith a summary and outlook in Section 6 . 

 T H E  SUPER STARS  M E T H O D  

e introduce the Superstars method on top of the Auriga galaxy
ormation model (R. J. J. Grand et al. 2017 ), though it is generally
pplicable to any galaxy formation simulation. The Auriga galaxy
ormation model aims to simulate the formation and evolution of
alaxies over cosmic history. It is implemented in the moving-mesh
ode AREPO (V. Springel 2010 ; R. Pakmor et al. 2016 ; R. Weinberger,
. Springel & R. Pakmor 2020 ), that solves the equations of mag-
etohydrodynamics on a moving Voronoi mesh with a second-order
NRAS 543, 4355–4368 (2025)

 For example, the Auriga model was calibrated at a baryonic mass resolution 
f 5 × 104 M� (R. J. J. Grand et al. 2017 ), the IllustrisTNG model was 
alibrated at a baryonic mass resolution of 106 M� (R. Weinberger et al. 
017 ; A. Pillepich et al. 2018a ). 

p  

f
 

o  

p  

o  
nite-volume scheme, fully coupled to self-gravity with a combined
ree and particle-mesh solver. The Auriga galaxy formation model
ncludes primordial and metal line cooling (M. Vogelsberger et al.
013 ), an effective model for the interstellar medium and stochastic
tar formation (V. Springel & L. Hernquist 2003 ), an effective model
or galactic winds driven by stellar feedback, mass return from star
articles via stellar winds and supernovae, and a model for the
eeding, growth, and feedback from supermassive black holes (R.
. J. Grand et al. 2017 ). 

The basic idea of the Superstars method is to selectively improve
he mass resolution of star particles, but keep the mass resolution of
he gas the same. Ideally, this allows us to keep galaxy properties
nchanged, that is, within the range of intrinsic variation of galaxy
roperties found among realizations run on a different machine or
ith a different random number seed. Such variations still happen,
ut are smaller than the systematic shifts caused by changing the
ass resolution of the gas (S. Genel et al. 2019 ; R. Pakmor et al.

025 ). 
The approach of the Superstars method to increase the stellar
ass resolution begins with considering the stochastic formation of

tar particles within galaxy simulations. In general, cosmological
alaxy simulations treat star formation stochastically. In the Auriga
odel, star-forming gas cells with a mass of mcell and a non-zero

tar formation rate of ṁSF have a probability of pSF to create a star
article of mass m∗ in a time-step �tcell , given by 

SF = mcell 

m∗

(
1 − exp 

(
− ṁSF �tcell 

mcell 

))
(1) 

V. Springel & L. Hernquist 2003 ). 
The default choice is to set the mass of the newly created star

article equal to the mass of the gas cell, that is m∗ = mcell . If
 cell is chosen for a star formation event, this typically leads to
he conversion of the cell to a single star particle. One obvious
ay to improve the stellar mass resolution is to create a single star
article of lower mass in the case of a star formation event, that is,
o choose m∗ < mcell . According to equation ( 1 ), this automatically
ncreases the probability of creating a star particle in each time-step.
he simulation would then form a larger number of less massive
tar particles. However, there is a practical limit to this approach,
hen the probability pSF becomes larger than unity. In this case,

he star formation rate can no longer be properly represented for the
iven time-step. We can circumvent this problem by introducing an
dditional time-step limiter, so that PSF < 1. Because this time-step
riterion scales linearly with the stellar mass resolution, it quickly
ecomes dominant for star-forming cells over the classic Courant–
riedrichs–Lewy time-step criterion �t < Rcell /cs , cell . This makes

he approach to just set m∗ < mcell and create single less massive
tar particles very expensive and in practice unfeasible for achieving
ignificantly better stellar mass resolution. Nevertheless, this method
as been used to improve the stellar mass resolution by a factor of a
ew (E. Applebaum et al. 2021 ). 

We therefore take a different approach that is closer to the original
ethod that typically converts the whole mass of a cell into one star

article. We still set m∗ = mcell in equation ( 1 ). Then, when a cell
s converted to stars, we create N star particles with a total mass of

cell at the same time rather than only one star particle. Each star
article then receives a mass of mcell /N . All star particles created
rom a single cell inherit the position and velocity of the cell. 

However, we do not want all star particles created together to move
n exactly identical trajectories, because even though we have more
articles it would not add any additional information to the simulation
ver evolving a single more massive star particle. Therefore, we add
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Figure 1. Quantification of the additional velocity kick that stars get at formation with the Superstars method. The panels show a simulation with 8 × better 
stellar mass resolution (Stars x8). The left panel shows the average absolute velocity kick imparted on star particles at formation as a function of their radial 
coordinate in the disc at z = 0. The shaded area shows the 16th and 84th percentiles. We include all star particles with a vertical position | zdisc | < 30 kpc at 
z = 0. The middle panel shows the average absolute velocity kick as a function of the input velocity dispersion of the birth cell. The right panel shows the average 
absolute velocity kick as a function of the density of the birth cell. All panels use mass-weighted averages for the Superstars particles. In the 2D histograms 
(middle and right panels) lighter colours correspond to more stars/higher total stellar mass per bin. Note the different range of values on the vertical axes. The 
typical additional velocity kick imparted on star particles at their birth is 5–10 km s −1 . 
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 small additional velocity kick to each newly born star particle, 
here each kick is unique to the particle. This can, for example, be

nterpreted as the velocity dispersion in a birth cloud that formed 
hose stars, or just as an additional parameter of the star formation
odel. We require this additional velocity to be large enough such 

hat star particles born together are not bound to each other, and small
nough to not change any properties of the galaxy. 

If a cell is selected to form stars in the Superstars method, we first
stimate the magnitude of the kick we want to impart on the new
tar particles that are about to be created from this cell. We set it to
he minimum of the gas velocity dispersion of the cell and its direct
eighbours, limited by the sound speed of the cell, that is, 

kick = min 
(
σcell , cs , cell 

)
. (2) 

This can be seen as a measurement of the magnitude of unresolved
elocities on scales just below the grid scale. This choice, however, 
s relatively arbitrary. In principle, we could also choose a constant 
alue of, for example, 10 km s −1 as a typical value of small-scale 
elocity fluctuations in the interstellar medium below our resolution 
cale. However, here we attempt to include some of the expected 
ariations in the properties of the interstellar medium. Note that 
n the Auriga model the sound speed in star-forming cells is set
y an effective equation of state for the interstellar medium (V. 
pringel & L. Hernquist 2003 ). In this picture, a higher sound speed
f star-forming cells represents an unresolved turbulent velocity field 
ith higher velocities. This motivates why we allow for larger birth
elocity kicks in higher density environments. Including this velocity 
ight also avoid artificially very cool stellar discs in isolated galaxies 
ith a very quiet interstellar medium (J. D. Burger et al. 2025 ). One
bvious extension in future work is to couple the kick velocity to
 fully fledged turbulence subgrid model (see, for example V. A. 
emenov, A. V. Kravtsov & N. Y. Gnedin 2016 ; M. Kretschmer &
. Teyssier 2020 ). This would also allow us to estimate the turbulent
elocity dispersion on an appropriate physical scale, rather than only 
n the scale of the local cell size. 
For each newly created star particle we then compute an individual 

ick velocity. We draw each component of the kick velocity vector 
rom a normal distribution with a mean of zero and a width of σkick ,
hat is, 

kick, i = N ( 0 , σkick ) . (3) 
The absolute value of the kick velocity then follows a Chi
istribution with three degrees of freedom, so its expectation value 
ill scale with σkick as 

| v kick | 〉 = σkick ·
√ 

8 

π
≈ 1 . 6 · σkick . (4) 

The full initial velocity of a newly born particle then becomes 

 ∗ = v cell + v kick . (5) 

Finally, we subtract the mass-weighted average kick velocity 
ector from all star particles born together, so that the total added
omentum from the kicks is zero. We do not change any aspect of

he wind particles that model feedback on galactic scales (R. J. J.
rand et al. 2017 ). This means that wind particles are still formed
y converting a cell into a single wind particle of the same mass. We
ompute mass return from star particles into the interstellar medium 

or every star particle individually. 
The left panel of Fig. 1 shows the average absolute velocity of the

irth kick as a function of the cylindrical radius of a star particle in
he galactic disc at z = 0 of a Milky Way-like galaxy at the standard
as resolution (5 × 104 M�) with 8 × better stellar mass resolution. 
hat is, we form eight star particles in every star formation event.
he distribution is essentially flat in radius with a median of about
km s −1 . Only in the centre of the disc at Rdisc � 3 kpc it increases

lightly above 10 km s −1 , likely as a result of stronger turbulence 
here. In the middle panel of Fig. 1 , we show that average absolute
elocity of the birth kick is consistent with the expectation value of
 . 6 · σkick (see equation 4 ). Finally, in the right panel of Fig. 1 we
how the average absolute velocity of the birth kick of star particles
s a function of their birth density, that is, the density of the gas cell at
he time when it made the star particles. Most stars are formed at birth
ensities just below 1 cm−3 /mp and the distribution of birth velocity 
icks peaks around 5 km s −1 with a long tail to larger velocities. The
ail is a result of turbulent gas with high velocity dispersion at the
ime of star formation. 

We can estimate the escape velocity for a cloud of particles born
ogether from their total mass (5 × 104 M�, the gas mass resolution)
nd the stellar softening (250 pc ) to be roughly 1 km s −1 . Therefore, 
tar particles born together should essentially never be gravitationally 
ound to each other. For the simulations in this work we decided
MNRAS 543, 4355–4368 (2025)
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Table 1. Mass resolution of dark matter particles, gas cells, and star particles 
in the simulations shown in this paper. Each row corresponds to one simulation 
set-up. For Reference (L4, Stars x1), Stars x8 and DM x8 we run more than 
one realization (R. Pakmor et al. 2025 ). 

Name mDM 

mgas m∗
[103 M�] [103 M�] [103 M�] 

Reference (L4; Stars x1) 300 50 50 
Stars x8 300 50 6 
Stars x64 300 50 0.8 
DM x8 40 50 50 
All x8 (L3) 40 6 6 
All x64 (L2) 5 0.8 0.8 
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o always keep the softening of dark matter and stars the same to
inimize numerical heating. Thus, in the simulations in which we

mprove the stellar mass resolution, but keep the dark matter mass
esolution the same, we keep the standard softening for stars (370 pc ).
n the simulation with improved dark matter mass resolution we
ecrease the softening of both dark matter and star particles to 125 pc ,
ven when we do not improve the stellar mass resolution. 

We only inject mass and metals from stars into the cell they are
urrently in. This significantly improves computational efficiency
ompared to injecting into the closest 64 cells as originally done in
he Auriga and IllustrisTNG models (R. J. J. Grand et al. 2017 ). This
lso reduces over-mixing of metals at injection, because supernovae
ypically mix with ∼104 M� before their remnant disappears, which
s equal or smaller than the mass of a single cell in our simulations.
ingle cell injection otherwise does not change the gas metallicity
nd stellar abundances much (F. van de Voort et al. 2020 , 2022 ). 

In the rest of this paper, we will first establish that the Super-
tars method with a typical additional birth velocity dispersion of
–10 km s −1 does not change any global or dynamical properties
f the galactic disc for a Milky Way-like galaxy in a cosmological
imulation. Thereafter, we will show that the better stellar mass res-
lution not only carries additional information in the simulation, but
lso improves the fidelity of the modelling of the stellar component.
his will allow us to better study stellar properties and dynamics in
osmological galaxy simulations in future work. As a rule of thumb,
e see that a simulation with 8 × better stellar mass resolution is
nly about 10 per cent more expensive than the standard resolution.
t this resolution the star particles are still outnumbered by the
ark matter particles. Our simulation with 64 × better stellar mass
esolution is about 6 × more expensive than the standard simulation.
t this resolution the collisionless particles are dominated by the star
articles. In comparison, a simulation with 8 × better mass resolution
n all components increases the computational cost typically by a
actor of 20, so a simulation with 64 × better mass resolution in all
omponents is 400 × more expensive. 

 G L O BA L  G A L A X Y  PROPERTIES  WITH  T H E  

UPER STA R S  M E T H O D  

o test the method, we rerun Au-6 of the original Auriga suite (R.
. J. Grand et al. 2017 ), which is similar to the Milky Way in stellar
ass and properties of the stellar disc at z = 0 and in its relatively

uiet accretion history. We use the standard Auriga resolution (L4),
hat uses a baryonic mass resolution of 5 × 104 M�, a dark matter

ass resolution of 3 × 105 M�, and a softening of 250 pc for dark
atter and star particles, as our reference. The Auriga model was

riginally developed for this resolution. 
We perform two resimulations of Au-6 with the Superstars
ethod: one with 8 × better mass resolution for the stars; and one
ith 64 × better mass resolution for the stars. In both cases, we
eep the mass resolution of dark matter and gas unchanged. For
omparison, and to disentangle different numerical effects, we also
esimulate Au-6 with 8 × better dark matter mass resolution only, but
nchanged gas and stellar mass resolution. For all these simulations,
e use the same gravitational softening lengths as in the original
uriga simulation at the reference resolution, irrespective of stellar

nd dark matter mass resolution. We also compare our results to
he standard higher resolution simulations of Au-6 of the Auriga
roject, which increase the mass resolution of all components (gas,
ark matter, stars) by fixed factors of 8 (L3) and 64 (L2). We show
n overview of the mass resolution used for the different components
or all simulations we use in this paper in Table 1 . 
NRAS 543, 4355–4368 (2025)
We summarize these simulations and various properties of the
ain galaxy at z = 0 in Table 2 . To separate which differences are

aused by variance within the model, and which differences are
ystematically caused by changes in the resolution, we ran seven
ealizations of the simulations with 8 × better stellar mass resolution
ith the Superstars method and three realizations of the simulations
ith 8 × better dark matter mass resolution. We also include all seven

ealizations of the original Au-6 galaxy at L4 resolution discussed in
etail in R. Pakmor et al. ( 2025 ). Here, realizations refers to rerunning
he simulation with exactly the same set-up, initial conditions, and
arameters, but changing the random number seed that in particular
ealizes the stochastic star formation. All realizations of the same
imulation are equally valid, so their small but non-negligible spread
ells us about the intrinsic uncertainty of the model and simulation
R. Pakmor et al. 2025 ). Due to the computational expense we only
an one realization of the simulation with 64 × better stellar mass
esolution. 

For a first qualitative visual impression, we show stellar light
rojections of different versions of the same halo at z = 0 in
ig. 2 . The left column shows two different realizations at Auriga’s
eference resolution. The top row then increases the resolution of
ll components by factors of 8 (middle column, L3) and 64 (right
olumn, L2). We see, most notably in the old (red) component of
he edge-on projections, that more stellar mass is formed at higher
esolution, and that the size of the disc changes noticeably. For the
ighest resolution simulation the height of the disc also increases
ignificantly. The latter is a result of a higher stellar mass of the
imulation and a partial failure of the repositioning scheme for the
entral supermassive black hole in the main galaxy. This scheme
s supposed to keep the black hole in the centre of the galaxy,
ompensating for the lack of dynamical friction because the mass
f the black hole and the dark matter particles in the simulation are
oo close. It failed in the particular implementation of re-centring
ecause the estimate of the local potential in a fixed mass of gas
round the black hole at this high resolution included many gas cells
nd in particular local minima that prevented the black hole from
lways being repositioned towards the centre of the global potential
f the galaxy. Its failure allowed the black hole to wander around in
he galaxy several kpc from the centre rather than keeping it in the
entre, significantly heating the stellar disc (R. J. J. Grand et al. 2021 ).
he problem fundamentally only appears at the L2 resolution. It is

herefore essentially impossible to find this problem in test runs, short
f already running the full expensive cosmological zoom simulation.
In the bottom row of Fig. 2 , we only increase the stellar mass

esolution of the simulations with the Superstars method. The middle
anel shows a simulation with 8 × better stellar mass resolution, and
he right panel a simulation with 64 × better stellar mass resolution,
ut the same mass resolution for dark matter and gas as the reference
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un. The stellar discs look very similar, in particular in their old (red)
tellar component, size, and height. The differences in the young 
tellar component are still in the range of intrinsic variance of the
odel (R. Pakmor et al. 2025 ), that manifests for example as the

ifference between the upper left and lower left panels. 
Moreover, the simulations with better stellar mass resolution result 

n sharper structures within the disc. We would expect the latter for
he standard higher resolution Auriga runs in the top row as well,
hough this is counteracted for the highest resolution L2 run by the
umerical problem with the black hole repositioning. Moreover, the 
igher total mass at higher resolution in the standard Auriga runs
akes the disc more stable. 
In Fig. 3 , we show star formation histories of the halo without

atellite galaxies (top panels) and their relative deviation from the 
eference simulations (bottom panels). The star formation histories 
hown in the left column are completely consistent with each other.
hese simulations change the stellar mass resolution or dark matter 
ass resolution, but keep the gas mass resolution the same. We

herefore conclude that, as long as the gas resolution is kept constant,
he full star formation history of the galaxy remains the same within
ariance with the Superstars method. In contrast, when we improve 
he gas mass resolution as well, as shown in the right panel of
ig. 3 , the star formation rate increases systematically at all times
efore z ∼ 0 . 5, leading to a significantly higher total stellar mass in
hese galaxies, as also shown in Table 2 and visible in Fig. 2 . This
undamentally changes all properties of the galaxy, and essentially 
nvalidates the model calibration at a resolution different than the 
tandard resolution used for calibration of mgas = 5 × 104 M� for the 
uriga model. Future efforts to run cosmological zoom simulations 
ith better gas mass resolution would have to change the model so

his change in stellar mass does not happen. However, recalibrating 
he model with better gas mass resolution would be computationally 
ery expensive because of the large number of realizations required 
nd therefore likely unfeasible. 

In the following, we will focus on the differences introduced by
he Superstars method and by changing only the dark matter mass
esolution, and no longer consider the simulations that also change 
he gas mass (R. J. J. Grand et al. 2021 ). We show radial profiles of the
tellar mass surface density of the galactic discs at z = 0 and profiles
f the vertical and radial velocity dispersions in Fig. 4 . The lines
epresent the mean of all realizations at each radius, and the coloured
ands show the variance across realizations. Here, we compute the 
ariance of a distribution as the sample variance including Bessel’s 
orrection. We clearly see that for all three profiles all simulations
hown are largely consistent with each other within the optical radius.
his result is particularly interesting for the profiles of the velocity
ispersions, because we add an additional dispersion to newly born 
tars in the simulations with better stellar mass resolution. Following 
ig. 4 we argue that this kick is small enough to not change the
elocity dispersion of the global stellar population in the disc, which
s instead set by properties of the star-forming interstellar medium 

nd galactic dynamics. We explicitly show the values of the velocity
ispersions measured at the solar circle ( Rcyl = 8 kpc ) in Table 2 . 
There seems to be a systematic trend that the stellar surface

ensity increases at larger radii and decreases slightly in the centre in
imulations with better stellar mass resolution. This redistribution of 
tellar mass already happens at formation, that is, the stars are born
t different radii (not shown). We attribute this to different dynamics
nd structures in the disc. For example, there are more pronounced
piral arms in the simulations with better stellar mass resolution (see
lso Fig. 2 ) that redistribute the gas in the disc before it forms stars.
evertheless, the total stellar mass in the disc remains the same
MNRAS 543, 4355–4368 (2025)
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M

Figure 2. Face-on and edge-on stellar light projections at z = 0 for three different resolution runs of the Auriga project (top rows) and for three runs increasing 
the stellar mass resolution only. The images show the K band, B band, and U band as RGB channels. The left column shows the galaxy at the exact same 
resolution, but for a run with a different random number seed. Changing the resolution of all components (gas, dark matter, stars) clearly changes the global 
properties of the galaxy in a systematic way, but this is not the case when we only increase the stellar mass resolution with the Superstars method. 
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see Table 2 ). The more pronounced spiral arms in the simulations
ith better stellar mass could be a result of less numerical noise

n the stellar potential that tends to wash out structures. We show
 similar effect for substructures in Section 5 . We will investigate
hese differences, in particular in the context of spiral arms, in detail
n future studies. 

It is interesting to note that the simulations with higher dark matter
ass resolution have a very similar velocity dispersion profile as the

riginal simulations. In contrast, the simulations with better stellar
ass resolution show a slightly smaller velocity dispersion at large
NRAS 543, 4355–4368 (2025)
adii ( Rcyl � 15 kpc ). The simulations with 8 × better stellar mass
esolution still overlap within the variance, but the single simulation
ith 64 × better stellar mass resolution does not. We argue that

his is most easily explained by noise in the stellar disc potential
t large radii. Because the stellar surface density is much lower
n the outskirts of the disc than in its inner parts, the number
f star particles representing the stellar disc potential is low, and
oise in the potential might increase the stellar velocity dispersion
t lower resolution. With 64 × better stellar mass resolution, the
elocity dispersion profile becomes essentially constant at large radii
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Figure 3. Star formation history of simulations that only change the mass resolution of one component, stellar mass or dark matter, (left panels) and for 
simulations that change the resolution of all components, that is, gas, stars, and dark matter (right panel). The lines show the median and the shaded bands 
the 16th–84th percentiles of all realizations run for the different configurations (see Table 2 ; note that for the computationally expensive set-ups ‘Stars ×64’ 
(orange), ‘All ×8 (L3)’ (purple), and ‘All ×64 (L2)’ (pink) only one realization is available and therefore only a single line is shown). The star formation history 
remains the same if we change only the mass resolution of the dark matter or only the stars. In contrast, the star formation rate is significantly and systematically 
increased at times before z = 0 . 5 if we change the gas resolution as well. 
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ndicating that the increase in the velocity dispersion at large radii 
een in the simulations at the standard Auriga resolution might be 
ntirely numerical. We will investigate this in more detail in future 
ork. 
The consistency between the velocity dispersion profiles of the 

eference simulations and the simulations with better dark matter 
esolution is also interesting in the context of spurious numerical 
eating driven by differences between the mass of dark matter and 
tar particles (A. D. Ludlow et al. 2021 , 2023 ). When there is a larger
ifference between these two types of collisionless particles, more 
assive particles will impart additional kinetic energy to less massive 

articles as the system evolves toward equipartition. However, the 
ime-scale on which this heating operates also depends on the total 
umber of particles. Higher particle numbers mean that the particles 
re more collisionless, and that the time-scale becomes longer. From 

nalytical estimates, we do not expect the Auriga simulations or 
ur Superstars variants to be affected by this problem for Milky
ay-mass galaxies, because the dark matter mass resolution of the 
eference simulations is already sufficiently high such that spurious 
eating happens on time-scales longer than the Hubble time. The 
dentical velocity dispersion profile of the reference runs and the 
imulations with 8 × better dark matter mass resolution shown in 
ig. 4 demonstrates this explicitly. 
Another interesting aspect is that the additional kicks to the star

articles at birth do not change the overall velocity dispersion. In
ontrast, in idealised non-cosmological galaxy simulations with a 
imilar effective model for the interstellar medium, the lack of 
urbulence in the disc can create a very cold stellar disc (J. D.
urger et al. 2025 ). In cosmological simulations, however, there 

s a significant amount of turbulence in the star-forming gas, despite
he lack of explicit supernova feedback. This turbulence is likely 
riven by a combination of inflows on to the disc, differential
otation and shear instabilities in the disc, and instabilities in the
hear layer between the disc and the circumgalactic medium (C. 
MNRAS 543, 4355–4368 (2025)
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M

Figure 4. Comparison of the properties of the galactic stellar discs at z = 0 for realizations with different stellar mass and dark matter mass resolutions, but 
the same gas mass resolution. The columns show the face-on stellar mass surface density computed with a depth | z| < 30 kpc (left panel), the vertical velocity 
dispersion (middle panel), and the radial velocity dispersion of the stars in the disc. The lines show the median and the shaded bands the 16th–84th percentiles 
of all realizations run for the different configurations (see Table 2 ). The vertical dashed grey lines show the average optical radius of the reference simulations 
(blue). The bottom row shows the deviation from the median of the reference simulations. Neither increasing the stellar mass resolution, nor the dark matter 
mass resolution changes any properties of the stellar disc significantly for the runs with 8 × better stellar mass or dark matter mass resolution. At large radii 
Rdisc > 20 kpc the simulation with the 64 × better stellar mass resolution (orange) shows an increases in the surface density and a decrease in the velocity 
dispersions. However, it is unclear from this single, computationally expensive realization how systematic this difference is. 
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frommer et al. 2022 ). Therefore, while potentially critical in non-
osmological galaxy simulations to obtain more realistic stellar discs,
he introduction of an additional velocity dispersion when stars are
orn in cosmological simulations is not necessary. It is required by
onstruction though in methods where the stellar mass resolution is
ncreased using a similar approach to Superstars . 

We present various other global quantities of the galaxies at z = 0
n Table 2 to show that they are not significantly modified by the
uperstars method. In particular we show the stellar mass of the halo
defined as stellar mass between R = 50 kpc and R200c , including
atellite galaxies), the stellar mass formed within the last Gyr, the
aximum circular velocity, the scale radius and scale height of the

tellar disc obtained from an exponential fit to the surface density,
nd the radial and vertical velocity dispersion at a radius of 8 kpc. All
he properties show negligible variation for changes in stellar mass
esolution with the Superstars method or changes in the dark matter
ass resolution. Notably, the stellar mass in the halo increases by

bout 10 per cent in the simulations with better dark matter mass
esolution, because more satellite galaxies form at the low mass end
R. J. J. Grand et al. 2021 ). The scale radius and height of the galaxy
n the simulation with 64 × better stellar mass resolution increase
lightly, but it is unclear whether this effect is systematic or just
ariance. 

In contrast, we see larger differences between the properties of
he galaxies in the simulations where the gas mass resolution is
ncreased alongside that of the stars and dark matter. With better

ass resolution they slightly, but systematically, increase the stellar
ass of the central galaxy, the stellar mass in the halo, and the
aximum circular velocity. In addition, the discs become more

ompact and thicker. However, the significant change in stellar mass
lready alters the properties of the disc sufficiently that its internal
tructure and dynamics will no longer be comparable. This problem is
learly absent with the Superstars method and the galaxy properties
ssentially remain within the intrinsic variance of the model. 
NRAS 543, 4355–4368 (2025)
 PROPERTIES  O F  SATELLITE  G A L A X I E S  

I TH  T H E  SUPERSTA RS  M E T H O D  

n addition to exploring the properties of the central galaxy, it is
lso important to look at those of the satellite population, which
as been analysed already for the Auriga simulations with a focus
n the satellites themselves (C. M. Simpson et al. 2018 ; R. J. J.
rand et al. 2021 ) and their influence on the central galaxy (F. A.
ómez et al. 2016 , 2017a ; C. M. Simpson et al. 2019 ) and the

tellar halo (A. Monachesi et al. 2016 , 2019 ; A. H. Riley et al.
025 ; N. Shipp et al. 2025 ; A. Vera-Casanova et al. 2025 ). We want
o ensure that properties of satellites remain unchanged with the
uperstars method, not only to analyse the satellites themselves, but
lso because they set the properties of the Milky Way-mass host’s
ccreted component. Their debris is critical for the formation of the
tellar halo, as well as for substructure in the stellar disc and stellar
alo. Most of the satellites are also significantly less massive than
he central galaxy, so the numerical effects of the Superstars method
n this different mass range may be different. Comparing the prop-
rties of satellite galaxies is therefore an independent check of the
ethod. 
Fig. 5 shows the satellite stellar mass function for all satellites

ithin R200c of the main galaxy which have a stellar mass greater than
or equal to) that of a single star particle in the reference simulations.
he satellite mass functions are completely consistent between all
imulations shown for a stellar mass greater than 106 M�. This mass
s equivalent to 20 star particles in the reference simulations. There
eems to be a small systematic shift to fewer satellites for the lowest
ass satellites with M∗ < 106 M� at higher stellar mass resolution.

n contrast, when we increase the dark matter mass resolution only,
he number of satellites with stellar masses smaller than 106 M�
ncreases by a similar small amount. The latter is likely the same
ffect as shown in R. J. J. Grand et al. ( 2021 ), where low-mass dark
atter haloes are better resolved and form in higher numbers. 
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Figure 5. Satellite stellar mass function at z = 0 for the reference run and 
simulations with improved stellar mass and dark matter mass resolution. 
The lower panel shows the satellite stellar mass function relative to the 
median of the reference runs. For a satellite stellar mass M∗,sat > 106 M�
the mass function is identical. Only for lower satellite stellar masses is there 
an indication that there are systematically slightly more satellites in the 
simulations with higher dark matter resolution and slightly fewer satellites in 
the simulations with higher stellar mass resolution. 
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Figure 6. Stellar half mass radius of satellites at z = 0 as a function of their 
stellar mass for the reference run and simulations with improved stellar mass 
and dark matter mass resolution. The stellar half mass radii are consistent 
between different simulations. In the simulations with better dark matter 
resolution the lowest mass satellites can be smaller (while being also more 
plentiful; see Fig. 5 ). 

Figure 7. Time when satellites of different peak stellar mass ( M∗,sat, max ) 
were disrupted relative to the median time when the same satellites were 
disrupted in the reference runs. The data is binned in three stellar mass 
bins, covering a decade in stellar mass each (separated by vertical dashed 
grey lines). The horizontal grey line emphases the zero value to guide 
the eye. Each data point shown is computed from ≈5 satellites per 
realization that contributes. The median disruption times are essentially 
the same, but the distribution shows large scatter (the error bars show 

the range between 16th and 84th percentile). Intermediate mass satellites 
might survive marginally (∼250 Myr ) longer in the simulations with higher 
dark matter resolution. On the other hand, they seem to get destroyed 
marginally faster in the simulation with 64 × better stellar mass resolution 
(orange). 
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In Fig. 6 , we compare the sizes of satellite galaxies at z = 0 for
he different simulations. The sizes are fully consistent with each 
ther. In the lowest mass satellite galaxies in the simulations with 
etter dark matter mass resolution the scatter in sizes extends to 
ower values. This could be a result of numerical heating of the less
esolved stellar particle population (A. D. Ludlow et al. 2023 ) that
ould be relevant for poorly resolved low mass galaxies, even if it
s irrelevant for the central galaxy of our main halo. This numerical
eating goes away when the dark matter mass resolution is improved 
nd the dark matter particles become slightly less massive than the 
tar particles. For more massive satellite galaxies there are likely 
nough dark matter particles such that the artificial heating of the 
tars becomes irrelevant. 

Having compared satellites that survive until z = 0, we now 

ompare the times when satellite galaxies are destroyed. In Fig. 7 ,
e compare the satellite destruction times relative to the reference 

uns. To obtain the timings we first match the destroyed satellites
n the different simulations via the Lagrangian regions of their 100 

ost bound dark matter particles at the time when they reach their
aximum stellar mass (see also, A. H. Riley et al. 2025 ). We then

ompute the median of the destruction times in the reference runs for
ach satellite, and use this as a reference. We define the destruction
ime of a satellite as the time when its stellar mass first drops below
MNRAS 543, 4355–4368 (2025)
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.01 of its peak stellar mass. We then compute, for all individual
imulations, the destruction time of each satellite relative to the
eference for this satellite. We then bin the satellites of all realizations
f each simulation type in three stellar mass bins spanning a decade
ach in stellar mass. 

We can see that the destruction times are all also completely
onsistent with each other, albeit with large scatter. The only
oticeable difference is in the intermediate stellar mass bin. Satellite
alaxies with a peak stellar mass between 107 and 108 M� seem to
urvive typically 250 Myr longer in simulations with 8 × better dark
atter mass resolution. Similarly, they might be destroyed slightly

arlier in the simulations with 64 × better stellar mass resolution,
ut more realizations of this set-up would be needed to understand
f this difference is systematic or because of variance. We conclude
hat the properties of satellite galaxies and their destruction also
emain unchanged when we increase the stellar mass resolution or
he dark matter mass resolution. This makes the Superstars method an
NRAS 543, 4355–4368 (2025)

a  

igure 8. Stars that are in the galactic solar circle (7 kpc < Rdisc < 9 kpc and | z|
olumns show all stars (first column), accreted ex situ stars only (second column
gain but downsampled to only showing one star per star formation event (fourth 
ith 8 × (middle row) and 64 × (bottom row) better stellar mass resolution. In the d

ompute the total energy shown on the y -axis, we subtracted the minimum total en
he substructure in the first two columns becomes much more clearly visible with

rom the single satellite shown in the last two columns are more coherent in energy–
ifference remains also when we downsample by the same factor as we used when

em
ttractive path to study substructure from destroyed satellites galaxies
n detail. 

 SATELLITE  DESTRUCTI ON  A N D  DEBRIS  

I TH  T H E  SUPERSTA RS  M E T H O D  

aving established that the Superstars method retains the properties
f galaxies in our zoom simulations of Milky Way-like galaxies,
nd in particular of the stellar disc as well as the properties of
atellite galaxies, we now focus on analysing the debris of destroyed
atellites. We aim to understand whether the Superstars method helps
odelling and understanding this debris both as substructure in the

tellar disc and as part of the stellar halo. 
We first look at substructure in the stellar disc and inner halo

round the solar circle in Fig. 8 . We show mass-weighted histograms
ith a logarithmic colourmap of stars in energy–angular momentum

pace, a classic method to find substructures in the Milky Way disc
round the Sun (A. Helmi & P. T. de Zeeuw 2000 ; F. A. Gómez
 < 10 kpc ) at z = 0, shown in total energy–angular momentum space. The 
), the stars of one destroyed satellite (third column), and the same satellite 
column). The rows show one reference run (first row), and one simulations 
isplayed 2D histogram, darker greys correspond to more stars in the bin. To 
ergy from all energies to remove different reference points in the potential. 
 better stellar mass resolution, while staying qualitatively similar. The stars 
angular momentum space at better stellar mass resolution. In particular, this 
 increasing the stellar mass resolution. 
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Figure 9. Projected stellar surface density of the galactic halo for the reference run (left panel), and simulations with 8 × (middle panel) and 64 × (right panel) 
better stellar mass resolution. For stellar surface densities larger than 107 M� kpc−2 the panels show stellar light projections instead, analogously to Fig. 2 , 
to indicate the location of the galactic disc within the halo. Better stellar mass resolution makes features in the stellar halo more visible and sharper, while 
remaining qualitatively very similar. 
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t al. 2017b ). The rows show one of the reference simulations (top
ow), and two simulations with the Superstars method, one with 
 × better stellar mass resolution (middle row), and one with 64 ×
etter stellar mass resolution (bottom row). We show star particles 
n the galactic solar circle, that is within 7 kpc < Rcyl < 9 kpc and 
 z| < 10 kpc at the present day. The first column shows a histogram 

f all star particles, the second column shows only star particles that
re classified as ex situ (R. J. J. Grand et al. 2024 ), that is, star particles
hat were originally formed in satellite galaxies. The third column 
hows only stars that originate from a single satellite galaxy, chosen 
o be still relatively coherent in specific total energy (sum of specific
inetic and potential energy) – angular momentum space, matched 
etween the simulations. The fourth column shows the same as the 
hird column, but downsampled by a factor of 8 (middle row) and 64
bottom row). We do this by selecting exactly one star particle per
tar formation event but counting it with the mass of all particles born
t this event. Therefore, the number of star particles that contribute 
o each histogram in the right-most column is the same for all three
imulations. 

In the first column, we already see that substructure becomes 
ore visible and sharper from the top panel to the bottom panel with

mproved stellar mass resolution. This effect becomes even more 
lear when we only show ex situ star particles in the second column.
lear horizontal substructures, that are structures with constant 
nergy, emerge. In the third column, we show this effect more 
xplicitly for stars originating from one individual satellite. The stars 
f this satellite occupy a similar range in angular momentum in all
hree simulations, independent of stellar mass resolution. However, 
he spread in energy shrinks significantly with better stellar mass 
esolution. This makes the substructure appear much more distinctly 
n energy–angular momentum phase space. One reason is that with 
etter stellar mass resolution the stellar population of the satellite 
s sampled better, reducing the Poisson noise in the distribution and 
nhancing the visibility of features in the distribution. 

Additionally, better stellar mass resolution also reduces numerical 
oise in the gravitational potential, in particular in the stellar disc 
here the potential is dominated by the stars. This could reduce
ixing in phase space due to numerical noise. To quantify this

econd, more subtle effect we downsample the number of stars 
n the simulations with better stellar mass resolution in the fourth
olumn of Fig. 8 . Now, even though a similar number of star
articles contribute to the panels in the right-most column, the 
eatures in the substructure are still more clear in the simulations
ith better stellar mass resolution. We argue that this demonstrates 

n improved, more faithful, modelling of stellar substructure beyond 
ust better sampling, but also integrating of stellar substructure (and 
tars in general) in a more accurate galactic potential. Interestingly, 
he spread in energy keeps shrinking from the simulation with 8 ×
etter stellar mass resolution to the simulation with 64 × better mass
esolution, so even the latter might not be converged yet. Future work
ill need to quantify exactly what stellar mass resolution is required

o obtain converged results. This will likely not only depend on the
ass of the infalling satellite, but also on its orbit. 
Finally, we look at the stellar halo and how it changes with better

tellar mass resolution in Fig. 9 . We show the stellar mass surface
ensity at z = 0 for one of the reference simulations, and simulations
ith 8 × and 64 × better stellar mass resolution with the Superstars
ethod. To obtain the surface density maps we first calculate, for

very star particle, the radius that encloses exactly 48 star particles.
e then use this radius to project the mass of the star particle with a

D spline kernel on to a Cartesian grid. We include all stars within the
alo, that is, within a radius of R200c . In the centre, for stellar mass
urface densities larger than 107 M� kpc−2 , we show stellar light 
rojections similar to Fig. 2 instead. Each projection is along the
-axis of the parent box which allows us to compare the orientations
f the discs as well as the positions and orientations of satellites
nd other substructures in the stellar halo. The stellar halo looks
ualitatively similar between the simulations with different stellar 
ass resolutions, and the orientation of the stellar disc as well as
ost substructures are well matched between the simulations. We 

lso clearly see that with improved stellar mass resolution features 
n the stellar halo, in particular shell structures and stellar streams,
MNRAS 543, 4355–4368 (2025)
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ecome sharper and better visible. This is likely mostly an effect of
mproved sampling, because the dynamics in the halo is dominated
y the dark matter potential. 

 SUMMARY  A N D  O U T L O O K  

e introduced the Superstars method which increases the stellar
ass resolution in cosmological galaxy simulations, without in-

reasing the gas mass resolution and with negligible additional
omputational cost. We showed in Section 3 that increasing the
tellar mass resolution with the Superstars method does not change
he global properties or the dynamical state of a Milky Way-mass
alaxy or its satellite galaxies in a full cosmological zoom simulation.
n particular, the stellar mass distribution in the disc and the radial
nd vertical velocity dispersions of the stars do not change with the
uperstars method in most of the disc (see Fig. 4 ). They show an
nteresting trend to slightly colder stellar discs with better resolutions
n the outer parts of the disc at Rdisc � 20 kpc that will require further
tudy. 

We quantified various properties of the disc at z = 0 and summa-
ize them in Table 2 . We then showed that the properties of satellite
alaxies, their number counts (see Fig. 5 ), their radii (see Fig. 6 ),
nd the timing when satellites get destroyed (see Fig. 7 ) also do not
hange when we improve the stellar mass resolution with Superstars .
e finally looked at substructure in the stellar disc and the inner

alo in Fig. 8 and in the stellar halo in Fig. 9 . We showed that the
uperstars method significantly improves the visibility and sharpness
f substructure features in both the stellar disc and the stellar halo. We
lso demonstrated in Fig. 8 that this improvement is a combination
f better sampling of the stellar distribution, as well as reduced noise
n the stellar potential that leads to a more accurate integration of
tellar trajectories, in particular in the outskirts of the disc and for
ubstructures. 

The optimal choice for the additional velocity kicks we impart on
ewly born stars in the Superstars method is not obvious, and can
e seen as part of the subgrid model of star formation. When we
nitially used the Superstars method, we chose slightly larger kick
elocities (∼10 km s −1 in R. J. J. Grand et al. ( 2023 ), about twice the
alue that we settled on and used in this work, i.e. ∼ 5 km s −1 ). In
ig. A1 in Appendix A, we show that this choice is unimportant for
ost galaxy properties. Still, it might be worthwhile to experiment
ore in future work to find an optimal choice. 
Because increasing the stellar mass resolution with the Superstars
ethod is significantly computationally cheaper than increasing the
ass resolution of all components (gas, dark matter, stars), this
ethod will allow us to run cosmological galaxy simulations with

n unprecedented stellar mass resolution and more faithful stellar
ynamics. This will allow us to better understand and interpret
he new and upcoming wealth of Milky Way data, and help us
etter understand the physics of dynamical features like stellar bars,
piral arms, stellar substructure, and stellar streams in a realistic
osmological environment. 

The Superstars method is useful for simulations in which star
articles represent average stellar populations, but not when they
epresent individual stars. Simulations that achieve sufficiently high
as mass and stellar mass resolution to resolve individual stars are
omplementary to the Superstars approach. These simulations treat
tars more realistically, however, computational cost limits them
o dwarf galaxies (C.-Y. Hu et al. 2016 ; C. Wheeler et al. 2019 ;
. Agertz et al. 2020 ; N. Lahén et al. 2020 ; T. A. Gutcke et al.
021 , 2022a , b ; Y. Deng et al. 2024 ) in the foreseeable future. The
uperstars method will work best, that is preserve the properties
NRAS 543, 4355–4368 (2025)
f the galaxies while improving the stellar mass resolution in a
ontrolled way, only when it does not touch the feedback model.
hat is in particular the case for feedback models that directly model
alactic winds (e.g. M. Vogelsberger et al. 2014 ; R. J. J. Grand et al.
017 ; A. Pillepich et al. 2018a ; M. C. Smith et al. 2024 ). In contrast,
f star particles impart feedback locally on the gas in discrete events
via thermal or kinetic energy injection), and star particles cause more
han one feedback event during their lifetime (e.g. M. C. Smith, D.
ijacki & S. Shen 2018 ; P. F. Hopkins et al. 2018 ; F. Marinacci et al.
019 ; R. Bieri et al. 2023 ), using the Superstars model can change
he spatial correlations between feedback events. 

It is interesting to look at the computational cost of going to better
tellar mass resolution. Note that these values are just a general
uideline and not a precise estimate, because most of the simulations
ere run on different machines and with different code versions

in particular the original Auriga simulations). As a baseline, in
he default set-up the most costly part is evolving the gas. When
mproving the mass resolution of all components (but most critically
he gas) by a factor of 8, the computational cost typically increases
y about a factor of 20, due to 8 × more resolution elements, twice
he number of time-steps, and some additional parallelization losses.
n contrast, improving the stellar mass resolution by a factor of 8
ith the Superstars method only increases the computational cost by
10 per cent for our simulations, as star particles are a subdominant

ontribution to the total cost. Improving the stellar mass resolution
y a factor of 64, however, increases the total cost roughly by a factor
f 6. This is because now there are significantly more star particles
n the halo at z = 0 than dark matter particles and evolving the star
articles becomes the dominant cost of the simulation. Improving the
ark matter mass resolution by a factor of 8 and keeping stellar mass
nd gas mass resolution the same increases the cost of the simulation
oughly by a factor of 3. 

Finally, note that the main strength of the Superstars method
s that it improves the stellar component. It will not help us to
etter understand structures in the interstellar medium. Notably, even
hough the sources of chemical enrichment (the star particles) are
etter resolved, metals will still be averaged to the gas resolution
hen they are returned to the gas from stars. Resolving the interstellar
edium, or similarly the circumgalactic medium, or the chemical

volution of galaxies better will therefore still require improving on
he gas resolution, with all practical problems that come along with it.
n principle, it should be possible to improve or redesign the models
or gas physics such that galaxy properties become independent of
as resolution, but it will require significant future work. Therefore,
he Superstars method seems to be a better approach to improve the
tellar mass resolution in cosmological galaxy simulations for the
ear future. 
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PPENDI X  A :  C H A N G I N G  T H E  K I C K  

ELOCI TY  IN  T H E  SUPERSTARS  M O D E L  

n Fig. A1 , we compare the Superstars method as described in
ection 2 with an earlier version that uses slightly larger kick
elocities (R. J. J. Grand et al. 2023 ). We find that the star formation
istories and stellar surface density profiles are consistent between 
he reference Auriga simulations and both versions of the Superstars 

ethod. Only the outer parts of the stellar disc, outside the optical
adius, become slightly hotter with larger kicks (as used in R. J. J.
rand et al. 2023 ) and slightly colder with the version we present
ere, compared to the reference Auriga simulations without improved 
tellar mass resolution. 
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Figure A1. Comparison of the star formation history (left panel) and profiles of stellar mass surface density (middle panel) and vertical velocity dispersion 
(right panel) at z = 0 for the reference simulations and two sets of Superstars simulations with 8 × better mass resolution and different initial velocity kicks. 
For consistency with the old simulations we show only three realizations for each type. The lower row of panels shows the deviation relative to the mean of the 
reference simulations. The "Reference" and "Stars x8" lines are the same as in Fig. 4 . The additional lines show a set of three simulations using an older version 
of the superstars method (R. J. J. Grand et al. 2023 ) with about two times larger kicks for the star particles at formation. The star formation history, surface 
density profile, and vertical velocity dispersion out to the optical radius are consistent between all sets of simulations. Only the vertical velocity dispersion 
outside the optical radius changes slightly with the Superstars method and different kick velocities (see also discussion in Section 3 ). 
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