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Abstract

Galaxy clusters are the most recent of cosmological structures to have formed by the

present time in the currently favoured hierarchical scenario of structure formation and

are widely regarded as powerful probes of cosmology and galaxy formation physics

alike. Over the past few years, it became increasingly clear that precision cluster cos-

mology requires the development of detailed, realistic theoretical models of galaxy

clusters and the confrontation of synthetic surveys generated using these models with

observations. This motivates a campaign of large cosmological hydrodynamicical

simulations, with plausible ‘sub-grid’ prescriptions for the relevant galaxy formation

physics. This thesis presents a new suite of large-volume cosmological hydrodynami-

cal simulations called cosmo-OWLS. They form an extension to the OverWhelmingly

Large Simulations (OWLS) project, and have been designed to help improve our un-

derstanding of cluster astrophysics and non-linear structure formation, which are now

the limiting systematic errors when using clusters as cosmological probes. Starting

from identical initial conditions in either the Planck or WMAP7 cosmologies, the most

important ‘sub-grid’ physics, including feedback from supernovae and active galactic

nuclei (AGN), has been systematically varied. Via the production of synthetic surveys

of the simulations and comparisons with observations, the realism of these state-of-

the-art models was explored. At the same time, the simulations were shown to provide

a valuable tool for interpreting the observational data, as well as powerful means for

testing commonly-employed methods for estimating, for example, cluster masses and

determining survey selection functions, which are crucial for cluster cosmology.

The properties of the simulated galaxy groups and clusters were first compared to
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a wide range of observational data, such as X-ray luminosity and temperature, gas

mass fractions, entropy and density profiles, Sunyaev–Zel’dovich flux, I-band mass-

to-light ratio, dominance of the brightest cluster galaxy, and central massive black hole

(BH) masses, by producing synthetic observations and mimicking observational anal-

ysis techniques. These comparisons demonstrated that some AGN feedback models

can produce a realistic population of galaxy groups and clusters, broadly reproducing

both the median trend and, for the first time, the scatter in physical properties over

approximately two decades in mass (1013 M� . M500 . 1015 M�) and 1.5 decades

in radius (0.05 . r/r500 . 1.5). However, in other models, the AGN feedback is too

violent (even though they reproduce the observed BH scaling relations), implying cali-

bration of the models is required. The production of realistic populations of simulated

groups and clusters, as well as models that bracket the observations, opens the door

to the creation of synthetic surveys for assisting the astrophysical and cosmological

interpretation of cluster surveys, as well as quantifying the impact of selection effects.

A study of the scatter and evolution of the hot gas properties of the populations of

galaxy groups and clusters, such as X-ray luminosity and temperature, gas mass and

Sunyaev–Zel’dovich flux, as a function of the important non-gravitational physics of

galaxy formation was then conducted. The median relations and the scatter about

them are reasonably well-modelled by evolving broken power-laws. The non-radiative

model and the model that neglects AGN feedback are consistent with having self-

similar mass slopes, whereas the mass slopes of the AGN feedback models deviate

significantly from the self-similar expectation. Self-similar evolution, which is widely

adopted in current cosmological studies, was also found to break down when efficient

feedback is included. The log-normal scatter varies mildly with mass, is relatively in-

sensitive to non-gravitational physics, but shows a moderately strong decreasing trend

with increasing redshift. The X-ray luminosity has a significantly larger scatter than

all the other hot gas proxies examined. It is thus the poorest one, while the ‘best’ one

is the mean X-ray temperature.

Synthetic Sunyaev–Zel’dovich observations, generated using a ‘multi-purpose’ light

cone software package developed during the thesis, were used to check the veracity of
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some of the results reported by the Planck collaboration at the end of 2012. Taken at

face value, their results seem to favour a close to self-similar scaling relation between

the Sunyaev–Zel’dovich flux and total mass all the way down to individual galaxy

haloes, which is in contradiction with X-ray and absorption lines observation. The

matched filter used by the Planck collaboration recovers fluxes which are biased in-

creasingly high as feedback intensity increases. Two likely causes for the bias, i.e.

confusion and deviations from the universal pressure profiles were investigated. Con-

fusion was found to have a negligible effect when the signal is averaged over a large

number of systems. Instead a shape mismatch (in terms of pressure profiles) was iden-

tified as being mostly responsible for the bias.

Finally, synthetic X-ray observations, generated using a combination of the developed

light cone software and of the XMM–Newton simulator and processed with the detec-

tion pipeline of the XXL survey, were used to start quantifying the selection function

of the XXL survey. Preliminary results suggest that: (i) XXL is only able to find a very

small fraction of the galaxy group population, (ii) the survey is best at finding low-

mass clusters (14.0 . log10[M500(M�)] . 14.5) at z . 0.75, and (iii) the detection

pipeline misses a few very massive, very extended, nearby systems.

AMANDINE MARIE CAMILLE LE BRUN AUGUST 26, 2014
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Chapter 1

General Introduction

The existence of a hierarchy of cosmic structures, spanning a wide range of scales, has

been unveiled by the astronomical observations of the past two centuries. Overdensi-

ties of ‘nebulae’ were first noticed by Charles Messier (1784) and William Herschel

(1785) in the constellations of Virgo and Coma Berenices, respectively. They are now

known as the Virgo and Coma clusters. Once Vesto Melvin Slipher (1914) and Edwin

Powell Hubble (1924) had firmly established that the ‘nebulae’ were other galaxies

external to our own, galaxy clusters started to be considered as extragalactic physical

systems. A few years later, when Fritz Zwicky first worked out the mass of a galaxy

cluster, the Coma cluster, and established simultaneously for the first time the need for

dark matter (Zwicky 1933), the concept of galaxy clusters had already been widely

accepted.

The modern view of galaxy clusters is that they are gravitationally-bound collections of

hundreds to thousands of galaxies in orbit about a common centre of mass within a few

Mpc across region of the Universe. They hold a special position within the hierarchy of

cosmic structure: they are the most massive objects to have ‘collapsed’ by the present

day according to the currently favoured hierarchical scenario of structure formation.

In this scenario, small objects collapse first and later merge to form increasingly larger

ones, implying that galaxy clusters are the most recent class of objects to have formed

in the Universe. Their individual total masses at the present time are (largely by defini-

1
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tion) roughly 1014 to 1015 M� and about 80 per cent of this mass is in the form of dark

matter (DM); the rest mainly being in form of a hot gaseous plasma, called the intra-

cluster medium (ICM; ∼ 15 per cent of the total mass), and of stars (principally in the

member galaxies; . 2 − 3 per cent of the total mass). It is therefore clear that galaxy

formation is globally inefficient. These rather precise estimates of the mass budget of

galaxy clusters owe to the fact that they are the only systems in the Universe for which

all the forms of matter (i.e. gas, stars and dark matter) can be directly observed. This

is done using mainly three types of galaxy cluster surveys, which are presented in turn

in the three Subsections below.

1.0.1 X-ray surveys

The hot ICM gas, which has been heated by both gravitational compression and non-

gravitational processes such as feedback from active galactic nuclei (AGN) and su-

pernovae (SNe), emits thermal bremsstrahlung and line emission from ionised heavy

metals (such as iron) that were introduced into the hot plasma by stellar evolution and

dynamical process such as tidal stripping from infalling galaxies.

Even though galaxy clusters were first discovered in the optical, X-ray observations are

currently the most developed and efficient technique for generating large catalogues of

unambiguous galaxy groups and clusters, as they are straightforward to recognise in

the X-ray waveband, being the only extragalactic sources with non-variable extended

soft X-ray emission (with the exception of circumgalactic X-ray emission from local

galaxies; see, for instance, Rasmussen et al. 2009; Mulchaey & Jeltema 2010). In the

late 1980s-1990s, using observations from, among others, Einstein and EXOSAT, the

first X-ray cluster cosmological surveys were conducted (e.g. Lahav et al. 1989; Edge

et al. 1990; Gioia et al. 1990). In the late 1990s-early 2000s, they were improved

upon by surveys constructed using both the all-sky survey (RASS; Voges et al. 1999)

and the pointed observations made with ROSAT such as the ROSAT Brightest Cluster

Survey (Ebeling et al. 1998), ROSAT-ESO Flux Limited X-ray Galaxy Cluster Survey

(Böhringer et al. 2001), and the Serendipitous High-Redshift Archival ROSAT Cluster
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Survey (Romer et al. 2000). More recently, a number of X-ray cluster cosmological

surveys have been and are being conducted using XMM–Newton and Chandra: for

instance, the XXL survey observed two contiguous 25 square degree fields with XMM–

Newton (Pierre et al. 2011; Pierre et al. in preparation; see also Chapter 6) and the XCS

survey (Romer et al. 2001) is being carried out using archival XMM–Newton data. In

the near-future, the eRosita mission (to be launched in 2015; Merloni et al. 2012) will

conduct an all-sky survey.

1.0.2 Optical and near-infrared surveys

The optical and near-infrared emission is dominated by the stellar emission from galax-

ies and intracluster light. At these wavelengths (as well as at radio and sub-millimetre

wavelengths though less commonly done), gravitational lensing of background struc-

ture provides an unparalleled probe of the total matter distribution in galaxy groups

and clusters.

George Abell assembled the first large catalogue of galaxy clusters by visually inspect-

ing observations taken on photographic plates using the telescope on Mount Palomar

(Abell 1958) and first defined the concept of optical richness. Another early optical

cluster catalogue, which extended to lower richnesses was compiled by Fritz Zwicky

and his collaborators (Zwicky et al. 1961). As optical catalogues are plagued with

issues due to projection effects (which can be calibrated using, for instance, N-body

simulations; see e.g. van Haarlem, Frenk & White 1997), modern optical cluster find-

ing algorithms use colour information to try to reduce their impact as cluster galaxies

are usually significantly redder than other galaxies at similar redshifts, due to their

negligible current star formation rate.

1.0.3 Sunyav–Zel’dovich surveys

In the millimetre and sub-millimetre, the hot gas trapped in dark matter haloes distorts

the Cosmic Microwave Background (CMB) spectrum by inverse Compton scattering
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the CMB photons through the thermal Sunyaev–Zel’dovich effect (Sunyaev & Zel-

dovich 1970, 1972). It results in a small temperature decrement at radio wavelengths

and a small increment at submillimetre wavelengths. There is a second component to

the Sunyaev–Zel’dovich effect, known as the kinetic Sunyaev–Zel’dovich effect, which

is due to the overall motion of the galaxy cluster with respect to the CMB rest-frame.

Sunyaev–Zel’dovich surveys have a great advantage over X-ray and optical cluster sur-

veys: they do not suffer from surface brightness dimming as the Sunyaev–Zel’dovich

signal is redshift independent. Yet, this is also a potential curse as it means that they

are likely strongly affected by source confusion (see Chapter 5). Sunyaev–Zel’dovich

surveys lagged behind X-ray and optical cluster surveys, with only a few reliable de-

tections (e.g. Birkinshaw, Hughes & Arnaud 1991) until recently, but have now started

yielding large samples through three main experiments: the South Pole Telescope (e.g.

Vanderlinde et al. 2010) which reported the first three galaxy clusters discovered us-

ing the Sunyaev–Zel’dovich effect (Staniszewski et al. 2009), the Atacama Cosmology

Telescope (e.g. Marriage et al. 2011) and the Planck all-sky survey (e.g. Planck Early

Results VIII). The kinetic effect was detected for the first time only very recently (Hand

et al. 2012).

1.1 A short introduction to the currently favoured cos-

mological model

Modern cosmology began in 1915 with Einstein’s theory of General Relativity. In

1922, Friedmann derived from this theory the homogeneous and isotropic class of

models which form the foundation of the currently favoured cosmological standard

model (see, for instance, Lachièze-Rey 1995, Peacock 1999, Bartelmann 2010). The

first evidence of the existence of the dark matter was found by Fritz Zwicky in galaxy

clusters in 1933 (Zwicky 1933): the galaxies were orbiting too fast – in terms of the

peculiar velocity, that is the velocity in excess of the velocity due to the expansion of

the Universe given by the Hubble’s law v = Hd where H is the Hubble parameter and
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d the distance of the galaxy from the Earth – around the centre of the cluster compared

to what was predicted using the stellar mass inferred from their optical luminosity. It

was then concluded that galaxy clusters are about ten times more massive than would

be inferred from their luminosities. The same applies to individual (spiral) galaxies.

This additional matter was christened dark matter and is still raising questions such

as what is its nature. It seems that most of this matter is non-baryonic. The visible

matter accounts for four per cent of the energy density of the Universe; if dark matter

is added, 25 per cent of this density is reached, the rest corresponding to dark energy.

In 1965, the accidental discovery by Penzias and Wilson (Penzias & Wilson 1965)

of the Cosmic Microwave Background (hereafter CMB) and its interpretation (Dicke

et al. 1965) firmly confirmed a hot big bang origin of the Universe. In 1998, two

teams which were studying supernovae proved independently the acceleration of the

expansion of the Universe (Riess et al. 1998; Perlmutter et al. 1999). Since Hubble,

cosmologists have tried to measure the slowing down of the expansion of the Universe

due to gravity. The discovery of its acceleration is then probably one of the most impor-

tant discoveries of modern science. The origin of its acceleration remains nevertheless

a deep mystery. In fact, General Relativity states: if the Universe contains only matter

and/or radiation, gravity should lead to a slowing down of its expansion. One pos-

sible explanation is to assume that 75 per cent of the energy content of the Universe

is made of an unknown form of energy, characterised by its huge negative pressure,

christened dark energy. The observational proof of the acceleration of the expansion

was quickly accepted by the cosmologists since it was the missing piece of the cur-

rent cosmological standard model, referred to as ΛCDM. In this model, the Universe

is spatially flat and accelerating; made of baryons, dark matter and dark energy; went

through an early phase of dense and hot expansion that produced the light elements

through primordial nucleosynthesis, and the cosmic microwave background; and has

known an even earlier phase of accelerated expansion, known under the name of infla-

tion, that produced density perturbations which were imprinted in the anisotropies of

the cosmic microwave background and led by gravitational instability to the formation

of the large-scale structures. The present cosmological model is also raising profound

questions: from the origins of the expansion itself and the nature of the dark matter to
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the baryogenesis and the cause of the accelerating expansion.

The observational fact that the Universe is expanding calls for a change of our concep-

tions of space and time. The expanding Universe can be described within the frame-

work of General Relativity using the FLRW (Friedmann, Lemaı̂tre, Robertson, Walker)

metric. It can be written as follows (according to Kolb & Turner 1990):

ds2 = c2dt2 − a2(t)

(
dr2

1− kr2
+ r2dθ2 + r2sin2θdφ2

)
= gµνdx

µdxν (1.1)

where (r, θ, φ) are the comoving coordinates1, a(t) is the growth or scale factor, k is

the curvature (k = +1 corresponding to a positive curvature (spatially finite Universe),

k = 0 to no curvature (spatially flat Universe) and k = −1 to a negative curvature) and

gµν is the metric tensor.

The redshift z is defined as the fractional Doppler shift due to an object’s radial motion:

1 + z ≡ λ0
λ1

= a(t0)
a(t1)

where λ0 is the wavelength of the received radiation and λ1 the

one of the emitted radiation. The second equality corresponds to the cosmological

definition of redshift.

When the FLRW metric is inserted into Einstein’s field equations:

Rµν −
1

2
gµνR ≡ Gµν = 8πGTµν + Λgµν , (1.2)

the Friedmann equations are obtained:

(
ȧ

a

)2

+
kc2

a2
=

8πG

3
ρ+

Λ

3
(1.3)

and

2
ä

a
+

(
ȧ

a

)2

+
kc2

a2
= −8πGp (1.4)

where Λ is the cosmological constant that can be written as a pressure or a density of

the vacuum Λ ≡ 8πGρΛc
2 = −8πGpΛ, Tµν is the energy-impulsion tensor, which is

1The physical coordinates are the product of the comoving coordinates and of the scale factor a(t)
which describes the size-evolution of the background Universe. The comoving coordinates can be said
to be carried along with the expansion.
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given by Tµν = diag(ρc2, p, p, p) for an ideal fluid where ρ is the density and p is the

pressure of the fluid. If the Hubble parameter is defined as H ≡ ȧ
a
, the Friedmann

equations can be rewritten as follows:

H2 =
8πG

3
ρ− kc2

a2
+

Λ

3
(1.5)

and
ä

a
= −4πG

3

(
ρ+

3p

c2

)
+

Λ

3
(1.6)

The present density of a spatially flat Universe is called the critical density and its

value is: ρcrit ≡ 3H2
0

8πG
. Then the cosmic densities can be normalised by defining:

Ωi(z) ≡ ρi(z)
ρcrit(z)

. The present-time Hubble constant is often expressed in its dimen-

sionless form h by: H0 ≡ 100 h km s−1 Mpc−1.

The standard flat ΛCDM model is well-described by six cosmological parameters: the

reduced Hubble constant h, the Universe’s total matter content Ωm, its total baryonic

content Ωb, the contribution of dark energy to the critical density ΩΛ, the normalisation

of the power spectrum of the density fluctuations at a scale of 8 h−1 Mpc σ8 and the

spectral index of the power spectrum of the density fluctuations ns. The final two

parameters are defined as follows (see, for instance, Peacock 1999):

σ2
8 =

1

2π

∫
T (k)P (k)W (kR)k2dk (1.7)

where P (k) ∝ kns is the primordial matter power spectrum as a function of comoving

wavenumber k, T (k) is the transfer function, and W is the Fourier transform of the

real-space top-hat window function of radius R = 8 h−1 Mpc.



1.2. Galaxy clusters as astrophysical laboratories and cosmological probes 8

1.2 Galaxy clusters as astrophysical laboratories and

cosmological probes

It is widely recognised that galaxy clusters are potentially powerful tools for probing

cosmology, as well as of the physics of galaxy formation (for recent reviews, see Voit

2005; Borgani & Kravtsov 2011; Allen, Evrard & Mantz 2011; Kravtsov & Borgani

2012; Weinberg et al. 2013). Their cosmological sensitivity is related to their pre-

viously mentioned special position in the hierarchy of cosmic structures: being the

largest bound objects to have reached virial equilibrium, their abundance as a func-

tion of mass and redshift (i.e. the evolution of the cluster halo mass function dn/dM )

is sensitive to the cosmological parameters that control the growth rate of structures

(e.g. σ8, Ωm), including the evolution rate of dark energy. In addition, owing to their

extremely deep potential wells within which the baryons are trapped, they can poten-

tially be considered as ‘closed boxes’ whose baryonic matter content is thus expected

to reflect the overall baryonic content of the Universe2 (given by Ωb/Ωm; White et al.

1993), and they should contain a wealth of information about the processes of galaxy

formation. They are an important probe of the physics of galaxy formation because,

as noted before, they are the only systems in the Universe for which all the baryonic

components, including the diffuse gaseous component, can be directly observed. (The

diffuse gaseous component is too low surface brightness to observe around normal

galaxies like the Milky Way but is sufficiently hot and dense in galaxy clusters to be

observed with X-ray and radio telescopes.)

The last two decades in particular have witnessed exciting developments in cluster

cosmology. The ROSAT satellite conducted the first all-sky survey of galaxy clusters

in X-rays in the early 1990s (RASS; Voges et al. 1999) and discovered thousands

of new clusters, both in the nearby and distant Universe. The higher spectral and

spatial resolution of Chandra and XMM–Newton later led to radical changes in our

picture of X-ray clusters (e.g. no evidence for large amounts of cold gas in the central

2Although, as shown later, the aptness of the ‘closed box’ designation is a strong function of cluster
mass.
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regions, non-isothermal temperature profiles; see for instance Peterson et al. 2001 and

Peterson et al. 2003). Simultaneously, large optical cluster catalogues became available

from the Sloan Digital Sky Survey (SDSS; York et al. 2000) and Sunyaev–Zel’dovich

observations progressed from the first reliable detections of individual objects (e.g.

Birkinshaw, Hughes & Arnaud 1991; Jones et al. 1993; Pointecouteau et al. 1999)

to large cosmological surveys with the Atacama Cosmology Telescope (Menanteau

et al. 2010) and the South Pole Telescope (Vanderlinde et al. 2010), culminating in

the first all-sky cluster survey since the RASS, the Planck survey, whose first results

were released in 2011 (Planck Early Results VIII). The increased size and depth of

the surveys allowed for the transition of on-going and upcoming cluster cosmological

surveys, such as eRosita (Merloni et al. 2012), Euclid (Laureijs et al. 2011) and the dark

energy Survey (The Dark Energy Survey Collaboration 2005), into the ‘era of precision

cosmology’, where the systematic errors involved are now starting to dominate over the

statistical uncertainties.

The use of galaxy clusters as probes of cosmology means minimising the systematic

uncertainties and has a few key requirements (e.g. Allen, Evrard & Mantz 2011; Pierre

et al. 2011): (i) the cluster masses must be reliably inferred from the observed clus-

ter physical properties, such as X-ray luminosity or temperature, Sunyaev–Zel’dovich

effect intensity or weak lensing shear, (ii) the scatter and covariance of the employed

mass–observable and observable–observable relations must be suitably taken into ac-

count in the cosmological modelling, (iii) a detailed knowledge of the selection func-

tion of the survey is key, for instance, to comparisons to predictions of the time evo-

lution of the cluster mass function: one needs to be sure that all the clusters above a

given mass have been accounted for; and (iv) there needs to be a robust theoretical pre-

diction for the halo mass function (or whatever cosmological test is being undertaken)

for comparison.

The calibration of mass-observable relations (and complementing observational self-

calibration of these relations), estimation of their scatter and biases, the correction of

the observations for the undetected clusters, and the theoretical prediction (e.g. the halo

mass function) all rely heavily on physical models of clusters (e.g. Kravtsov, Vikhlinin
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& Nagai 2006; Nagai, Vikhlinin & Kravtsov 2007; Mantz et al. 2010b,a; Clerc et al.

2012) . Hence, our ability to do precision cosmology with clusters is inextricably linked

with our astrophysical understanding of these systems.

1.3 Towards a better understanding of the formation of

galaxy clusters

1.3.1 The self-similar model

The simplest model for cluster formation assumes that cluster properties and their cor-

relations are determined by gravity alone and that clusters are virialised. As gravity is

scale free, clusters are thus expected to be self-similar, i.e. all cluster properties should

depend only upon the cluster mass, and more massive clusters are scaled versions of

less massive ones3 (White & Rees 1978; Kaiser 1986; Voit 2005; Borgani & Kravtsov

2011; Kravtsov & Borgani 2012). If one defines the cluster masses (denoted as M∆)

as being the mass contained within a region that encloses a mean internal overden-

sity ∆ρcrit, then, under the assumption of self-similarity, one can predict the redshift

evolution of a given cluster mass-observable relation. The redshift evolution arises

through the evolution of the critical density: ρcrit(z) = E(z)2ρcrit0. For instance, since

M∆ ∝ ρcrit(z)r3
∆ by definition, the cluster size will scale as r∆ ∝M

1/3
∆ E(z)−2/3. This

means that, if one scales the radius r∆ by M1/3
∆ E(z)−2/3, the mass density profiles

ρ(r) will be similar/identical for all the systems, no matter how massive they are and

at which redshift they are observed. A more detailed introduction to the self-similar

model will be presented in Chapter 3.

With the first X-ray observations of large number of galaxy clusters with the Einstein

Observatory, EXOSAT and ROSAT, in the 1980s-1990s, it was quickly realised that the

results of the self-similar model were incompatible with the observations of, among

others, the X-ray luminosity evolution (e.g. Evrard & Henry 1991; Kaiser 1991). It led

3with a scaling factor that depends only upon the mass ratio
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to the obvious conclusion that some non-gravitational processes, most likely connected

to galaxy formation, must be breaking the self-similarity by introducing some physical

scales. In particular, the mass density profiles in fact depend upon the system total

mass: groups and low-mass clusters have lower densities than more massive clusters.

Kaiser (1991) and Evrard & Henry (1991) both proposed a similar solution to this

puzzle: the pre-heating model. In short, some unspecified process is assumed to have

heated up the gas before it fell into the collapsing DM haloes and this imposed a

minimum gas entropy. Another way to break self-similarity is via radiative cooling

(e.g. Bryan 2000; Davé, Katz & Weinberg 2002; Voit & Ponman 2003). In a way, one

should not be surprised by the fact that cooling could be a solution to this problem, as

galaxies are observed in clusters. Besides, it had been realised that the gas can cool

quickly in the centre of groups and clusters through thermal bremsstrahlung and line

emission (e.g. White & Rees 1978; White & Frenk 1991).

1.3.2 On the importance of efficient feedback processes

Yet, it was recognised in the late 1990s that the simulations and analytical models, that

include only radiative cooling and star formation (SF), result into ‘overcooled’ galax-

ies (galaxies/clusters with stellar fractions which are too high given the observational

constraints from e.g. X-ray emission of clusters) and unrealistic ICM properties (e.g.

Balogh et al. 2001; McCarthy et al. 2004). Cooling alone is thus not the solution to

the self-similarity breaking enigma as only a very small fraction of the ICM gas cools

and then turns into stars. This new problem, which was christened the ‘overcooling’

problem, calls for the inclusion of some kind of feedback process in the models. An

obvious form of feedback is coming from star formation itself: some of the stars finish

their lives as supernovae (SNe) and drive galactic winds which can heat the interstellar

medium (ISM) (Larson 1974; White & Frenk 1991; Ponman, Cannon & Navarro 1999;

Voit 2005). However, this form of feedback fails to solve the overcooling problem at

the groups and cluster scales (Borgani et al. 2004; Kay et al. 2004; Borgani et al. 2005;

Borgani et al. 2006; Davé, Oppenheimer & Sivanandam 2008).



1.3. Towards a better understanding of the formation of galaxy clusters 12

Finally, over the past two decades, there has been mounting observational evidence that

the growth of the supermassive black holes (SMBHs), that are thought to live in the

active galactic nuclei (AGN) at the centre of (massive) galaxies, is closely connected

to the growth of their host galaxy. It has also been realised, both theoretically and

observationally, that AGN feedback is one of the main drivers of the properties of

massive galaxies, groups and clusters (Benson et al. 2003; Bower et al. 2006; De Lucia

& Blaizot 2007; McNamara & Nulsen 2007; McCarthy et al. 2010; McCarthy et al.

2011; Fabian 2012). For instance, McCarthy et al. (2011) found that AGN feedback is

most important at high redshift, when it ejects low-entropy/high-density gas from the

progenitors of groups, rather than heating it as in the pre-heating model.

1.3.3 A first (successful) solution?

Simulations are necessary for self-consistently modelling the highly non-linear galaxy

formation processes. They can accurately solve at the same time for the gravitational

and hydrodynamical aspects of structure formation. Nevertheless, owing to their finite

spatial and mass resolutions, some prescriptions are needed for modelling the funda-

mentally important processes, such as radiative cooling, SF, SNe and AGN feedback,

which occur on scales which cannot be resolved by the simulation. These non-resolved

physical processes are collectively called ‘sub-grid’ physics.

A suite of large, cosmological, hydrodynamical simulations, the OverWhelmingly

Large Simulations project (hereafter OWLS; Schaye et al. 2010), which aimed to study

the various aspects of the physics of galaxy formation, was an important step forward

in its modelling: (i) this was the first attempt at a systematic study of the ‘sub-grid’

physics models and their parameters and (ii) they were the first simulations (and still

are the only ones) to simultaneously match the present time properties of the stellar

populations and of the hot plasma of galaxy groups. The inclusion of AGN feedback

proved key in the latter. Hence, OWLS is a useful tool for making reliable comparisons

to observations, which will hopefully lead to parallel improvements of our understand-

ing of the astrophysics of the formation of groups and clusters, and of the constraints
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placed on cosmology by galaxy cluster surveys (by providing such surveys with reli-

able and unbiased mass estimates and with their selection function).

However, the original OWLS simulations are not suited for studying massive and thus

rare clusters and generating synthetic cluster cosmological surveys, since the volumes

they probe are too small: they are at most 100 h−1 Mpc on a side. Therefore, in order

to enable such studies, a set of 400 h−1 Mpc on a side cosmological, hydrodynamical

simulations with ∼ 2.15 billion particles have been carried out during this PhD pro-

gramme. This extension to OWLS, dubbed cosmo-OWLS, contains the largest self-

consistent cosmological hydrodynamical simulations including AGN feedback run to

date. In addition to the much larger volumes, the cosmo-OWLS suite more thoroughly

explores the parameter space associated with AGN feedback modelling than previous

simulations, which is crucial for assessing the impact of modelling uncertainties in

cluster cosmology efforts.

1.4 Thesis outline

This thesis makes use of a new suite of large-volume cosmological hydrodynamical

simulations, which were designed with cluster cosmology and large-scale structure

surveys in mind, to study the astrophysical and cosmological aspects of galaxy clusters,

and is structured as follows:

• Chapter 2 introduces the new suite of large-volume cosmological hydrodynam-

ical simulations with varying ‘sub-grid’ physics, christened cosmo-OWLS, and

compares them to a wide range of observational data, such as X-ray luminos-

ity and temperature, gas mass fractions, entropy and density profiles, Sunyaev–

Zel’dovich flux, I-band mass-to-light ratio, dominance of the brightest cluster

galaxy and central black hole masses, by producing synthetic observations and

mimicking observational analysis techniques.

• Chapter 3 takes advantage of the large volume of the cosmo-OWLS suite of sim-

ulations to conduct a study of the scatter and evolution of the hot gas properties
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(X-ray luminosity and temperature, gas mass, Sunyaev–Zel’dovich signal and its

X-ray analogue) of the simulated populations of groups and clusters.

• Chapter 4 presents the development and testing of a ‘multi-purpose’ light cone

software package, which can be used to create realistic synthetic surveys from

various simulations.

• Chapter 5 employs synthetic Sunyaev–Zel’dovich observations, generated for

the cosmo-OWLS suite of simulations using the light cone software package de-

veloped in Chapter 4, to check the veracity of some of the results reported by the

Planck collaboration in late 2012: they came to the rather surprising conclusion

that the scaling relation of the Sunyaev–Zel’dovich signal with total mass is self-

similar down to the scales of individual galaxies, which is in contradiction with

X-ray and absorption line observations.

• Chapter 6 presents a first attempt at using synthetic X-ray observations, which

had been generated for the cosmo-OWLS suite of simulations using a combina-

tion of the light cone software package developed in Chapter 4 and the XMM–

Newton simulator and processed with the detection pipeline of the XXL survey,

to quantify the selection function of the XXL survey.

• Chapter 7 summarises the main results and briefly discusses possible avenues

for future work.



Chapter 2

Towards a realistic population of

simulated galaxy groups and clusters

The majority of the content of this Chapter and Appendices A and B was published in

a peer-reviewed journal: Le Brun, McCarthy, Schaye & Ponman, 2014, MNRAS, 441,

1270.

Ian McCarthy ran the simulations, SUBFIND, generated the APEC tables, wrote the

cluster analysis code (which performs the synthetic X-ray observations and the hy-

drostatic analysis) and ran it on the majority of the simulations. Amandine Le Brun

gathered the observational data, computed the conversion factors between X-ray bands

(e.g. between 0.1–2.4 keV and 0.5–2.0 keV, between bolometric and 0.5–2.0 keV and

in between observer frame and rest-frame) using XSPEC and WebPIMMS, made all

the plots and wrote the code that examined the maximum past temperature of the star-

forming gas and recently-formed stars for the star-forming fraction Section.

2.1 Introduction

The theoretical modelling of the formation and evolution of galaxy groups and clusters

has progressed considerably in recent years. For instance, the ‘cooling catastrophe’

15
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(i.e. the general tendency of simulated galaxies, and groups and clusters of galaxies to

form far too many stars; e.g. Balogh et al. 2001), which has generally plagued cosmo-

logical hydrodynamical simulations since their advent, has largely been overcome in

simulations which include feedback from supermassive black holes (e.g. Springel, Di

Matteo & Hernquist 2005; Sijacki et al. 2007; Dubois et al. 2010; Fabjan et al. 2010;

McCarthy et al. 2010, 2011; Short, Thomas & Young 2013), while feedback from

star formation and supernovae (SNe) is insufficient to halt the development of cooling

flows and overly massive central galaxies (e.g. Borgani et al. 2004; Nagai, Kravtsov &

Vikhlinin 2007). The observation of X-ray cavities in the intracluster medium (ICM) in

the centres of galaxy groups and clusters (for reviews, see McNamara & Nulsen 2007;

Fabian 2012) provides strong empirical motivation for the inclusion of active galactic

nuclei (AGN) in simulations. Recent simulation studies that have implemented AGN

feedback have concluded that it also helps to reproduce a number of other important

properties of groups and clusters, such as the mean baryon fraction trend with mass

(e.g. Bhattacharya, Di Matteo & Kosowsky 2008; Puchwein, Sijacki & Springel 2008;

Fabjan et al. 2010; McCarthy et al. 2010; Planelles et al. 2013), the mean luminosity–

temperature relation (e.g. Puchwein, Sijacki & Springel 2008; Fabjan et al. 2010; Mc-

Carthy et al. 2010; Planelles et al. 2014), and the metallicity and temperature profiles

of groups outside of the central regions (e.g. Fabjan et al. 2010; McCarthy et al. 2010;

Planelles et al. 2014).

In spite of this progress, no model has yet been able to reproduce the scatter in the

global scaling relations over the full range of system total masses from low-mass

groups to high-mass clusters, nor the thermodynamic state of the hot gas in the cen-

tral regions and its scatter. (The latter is another way of saying that models do not

reproduce the observed cool-core–non-cool-core dichotomy.) This may be signalling

that there is still important physics missing from the simulations. In addition, most

previous theoretical studies have focused on relatively small samples of clusters using

‘zoomed’ resimulations, rather than trying to simulate large representative populations,

and have neglected to factor in important biases (e.g. the effects of gas clumping, de-

viations from hydrostatic equilibrium, and selection effects) when comparing to the



2.1. Introduction 17

observations, which can affect the qualitative conclusions that are drawn from these

comparisons.

The OverWhelmingly Large Simulations project (hereafter OWLS; Schaye et al. 2010),

which was a suite of over 50 large cosmological hydrodynamical simulations of peri-

odic boxes with varying ‘sub-grid’ physics, addressed our ignorance of important sub-

grid physics and its impact on large representative populations of systems. The main

aim of the project was to use simulations to gain insight into the physics of galaxy

formation by conducting a systematic study of ‘sub-grid’ physics models and their pa-

rameters on representative populations. Using OWLS, McCarthy et al. (2010) showed

for the first time that the inclusion of AGN feedback allows the simulations to match

simultaneously the properties of the hot plasma and of the stellar populations of local

galaxy groups (see also Stott et al. 2012). However, due to the finite box size of the

OWLS runs (at most 100 h−1 Mpc on a side), they were not well suited for studying

massive clusters, or undertaking a study of the scatter in the observable and physical

properties of groups and clusters as a function of mass and redshift. In addition, the

original OWLS runs adopted a now out-of-date cosmology (based on the analysis of

WMAP 3-year data).

This Chapter presents an extension to the OWLS project (called cosmo-OWLS), con-

sisting of a suite of large-volume cosmological hydrodynamical simulations designed

with on-going and upcoming cluster cosmology surveys in mind. The large volumes

(simulations in 400 h−1 Mpc on a side boxes are presented here) allow for the ex-

tension of comparisons to higher masses and redshifts and to examine the scatter in

the physical properties of groups and clusters. The main aims of cosmo-OWLS are:

(i) to provide a tool for the astrophysical interpretation of cluster survey data, (ii) to

help quantify the group/cluster selection functions that are crucial for cluster cosmol-

ogy, (iii) to quantify the biases in reconstructed (rather than directly observable) quan-

tities, such as system mass, and the resulting bias in the inferred cosmological parame-

ters, and (iv) to make predictions for future observations. Lastly, the study of McCarthy

et al. (2010) has not only been extended to higher masses (and with an updated cosmol-

ogy), but the effects of baryonic physics upon a larger number of observed properties,
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such as Sunyaev–Zel’dovich flux, central supermassive black hole scaling relations,

and properties of the brightest cluster galaxy of local galaxy groups and clusters, have

also been investigated.

The remainder of this Chapter is organised as follows. The cosmo-OWLS runs, as

well as how they were post-processed to produce synthetic observations are briefly de-

scribed in Section 2.2. Like-with-like comparisons with global X-ray scaling relations

are then conducted in Section 2.3.1, and the radial distributions of X-ray properties are

examined in Section 2.3.2, followed by an investigation of the Sunyaev–Zel’dovich

scalings in Section 2.4, and of the optical and black hole properties in Section 2.5.

Finally, the main findings are discussed and summarised in Section 2.6.

Masses are quoted in physical M� throughout.

2.2 cosmo-OWLS

2.2.1 Simulation characteristics

The original OWLS runs were limited in size to 100 h−1 Mpc, with initial condi-

tions based on the 3-year Wilkinson Microwave Anisotropy Probe (WMAP) maximum-

likelihood cosmological parameters (Spergel et al. 2007). The corresponding vol-

ume is too small to contain more than a handful of massive clusters of galaxies with

M500 & 1014 M�, which have a comoving space density of ∼ 10−5 Mpc−3 at z = 0

(e.g. Jenkins et al. 2001). With cosmo-OWLS, much larger volume simulations have

been carried out and 400 h−1 (comoving) Mpc on a side periodic box simulations with

updated initial conditions based either on the maximum-likelihood cosmological pa-

rameters derived from the 7-year WMAP data (Komatsu et al. 2011) {Ωm, Ωb, ΩΛ, σ8,

ns, h} = {0.272, 0.0455, 0.728, 0.81, 0.967, 0.704} or the Planck data (Planck 2013

Results XVI) = {0.3175, 0.0490, 0.6825, 0.834, 0.9624, 0.6711} are presented here.

The prescription of Eisenstein & Hu (1999) is used to compute the transfer function and
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the software package N-GENIC1 (developed by V. Springel) based on the Zel’dovich

approximation is used to generate the initial conditions. For each of the models pre-

sented below, simulations have been run with both cosmologies. The results of the

Planck cosmology runs only are presented here, but any significant differences in the

corresponding WMAP7 runs are commented upon.

The simulations presented here all have 2 × 10243 particles (as opposed to 2 × 5123

for the original 100 h−1 Mpc OWLS volumes), yielding dark matter and (initial)

baryon particle masses of ≈ 4.44 × 109 h−1 M� (≈ 3.75 × 109 h−1 M�) and ≈

8.12×108 h−1 M� (≈ 7.54×108 h−1 M�), respectively for the Planck (WMAP7) cos-

mology. As the volume has been increased by a factor of 64 but the number of particles

has ‘only’ been increased by a factor of 8 with respect to OWLS, the runs presented

here are approximately a factor of 8 lower in mass resolution compared to OWLS2.

However, as demonstrated in Appendix A (see also McCarthy et al. 2010), good con-

vergence is achieved in global properties down to halo masses of a few 1013 M� at

cosmo-OWLS resolution. Note that the gravitational softening of the runs presented

here is fixed to 4 h−1 kpc (in physical coordinates below z = 3 and in comoving

coordinates at higher redshifts).

As the hydrodynamic code and its sub-grid physics prescriptions used for cosmo-

OWLS have not been modified from that used for OWLS, and have been described

in detail elsewhere (e.g. McCarthy et al. 2010; Schaye et al. 2010), only a brief de-

scription is presented below.

The simulations were carried out with a version of the Lagrangian TreePM-SPH code

GADGET3 (Springel 2005), which has been significantly modified to include new ‘sub-

grid’ physics. Radiative cooling rates are computed element by element, using the

method of Wiersma, Schaye & Smith (2009), by interpolating as a function of den-

sity, temperature and redshift from pre-computed tables, that were generated with the

publicly available photoionisation package CLOUDY (Ferland et al. 1998) and calcu-

1http://www.mpa-garching.mpg.de/gadget/
2Running higher resolution simulations in such large volumes is rendered unfeasible by currently

available hardware. A single cosmo-OWLS run has a peak memory consumption of approximately 2.5
TB of RAM, while 6 TB of storage is required for the snapshot data.
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lated in the presence of the cosmic microwave background (CMB) and of the Haardt

& Madau (2001) ultraviolet (UV) and X-ray photoionising backgrounds. Reionisa-

tion is modelled by switching on the UV background at z = 9. Star formation (SF)

is implemented stochastically following the prescription of Schaye & Dalla Vecchia

(2008). Since the simulations lack both the physics and the resolution to model the

cold interstellar medium (ISM), an effective equation of state (EOS) is imposed with

P ∝ ρ4/3 for gas with nH > n∗H where n∗H = 0.1 cm−3, and only gas on the effective

EOS is allowed to form stars, at a pressure-dependent rate which reproduces the ob-

served Kennicutt–Schmidt SF law without requiring any tuning (see Schaye & Dalla

Vecchia 2008). Stellar evolution and chemical enrichment are implemented using the

model of Wiersma et al. (2009), which computes the timed-release of 11 elements (H,

He, C, N, O, Ne, Mg, Si, S, Ca and Fe, which represent all of the important ones for

radiative cooling) due to both Type Ia and Type II supernovae (SNe) and Asymptotic

Giant Branch stars.

Feedback from SNe is implemented using the local kinetic wind model of Dalla Vec-

chia & Schaye (2008) with the initial mass-loading factor and the initial wind velocity

chosen to be respectively η = 2 and vw = 600 km s−1. These parameter values cor-

respond to a total wind energy which is approximately 40 per cent of the total energy

available for the Chabrier (2003) initial mass function (IMF) used by the simulations.

Note that the hot gas properties of galaxy groups and clusters are generally insensitive

to these parameters, since SN feedback is ineffective at these high masses (i.e. the en-

tropy SNe inject is small compared to that generated by gravitational shock heating or

removed by radiative losses).

Three of the runs presented here include AGN feedback due to accretion of matter on

to supermassive black holes (BHs). This is incorporated using the sub-grid prescription

of Booth & Schaye (2009), which is a modified version of the model of Springel, Di

Matteo & Hernquist (2005). The main features of this model are summarised below.

During the simulation, an on-the-fly friends-of-friends (FoF) algorithm is run on the

dark matter distribution. New haloes with more than 100 particles (corresponding

to a mass of log10[MFoF (M�/h)] ≈ 11.6) are seeded with black hole sink particles
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with an initial mass that is 0.001 times the gas particle mass. Note that this is the

same prescription as used for the OWLS AGN model (see Booth & Schaye 2009).

The fixed dark matter particle number for seeding implies that BHs are injected into

more massive haloes (by approximately a factor of 8) in cosmo-OWLS compared to

OWLS. In Appendix A, the growth histories of black hole particles using the OWLS

and cosmo-OWLS BH seeding schemes are compared.

BHs can grow via (Eddington-limited) Bondi–Hoyle–Lyttleton accretion and through

mergers with other BHs. Since the simulations lack the physics and resolution to model

the cold ISM, they will generally underestimate the true Bondi accretion rate on to the

BH by a large factor. Recognising this issue, Springel, Di Matteo & Hernquist (2005)–

and most studies which have adopted this model since then–scaled the Bondi rate up

by a constant factor α ∼ 100. The Booth & Schaye (2009) model which is adopted

here, however, has α vary as a power law of the local density for gas above the SF

threshold n∗H . The power-law exponent β is set to 2 and the power law is normalised

so that α = 1 for densities equal to the SF threshold. Thus, at low densities, which

can be resolved and where no cold interstellar phase is expected, the accretion rate

asymptotes to the true Bondi rate.

A fraction of the rest-mass energy of the gas accreted on to the BH is used to heat

neighbouring gas particles, by increasing their temperature. As discussed in detail by

Dalla Vecchia & Schaye (2008, 2012), thermal feedback in cosmological simulations,

be it from SNe or BHs, has traditionally been inefficient: as the feedback energy is

being injected into a large amount of mass, it can only raise the temperature of the gas

by a small amount. The feedback energy is then radiated away quickly because of the

short post-heating cooling time. In nature, the energy is injected into a much smaller

mass of gas and thus the post-heating cooling time is typically very long. While much

algorithmic progress has been made recently to overcome this problem in the context of

SN feedback (see Dalla Vecchia & Schaye 2012 for discussion), less attention has been

devoted to this artificial overcooling problem in the context of AGN feedback. The

Booth & Schaye (2009) model overcomes this problem by increasing the temperature

of the gas by a pre-defined level ∆Theat. More specifically, a fraction ε of the accreted
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energy heats up a certain number nheat of randomly chosen surrounding gas particles

(within the SPH kernel which contains 48 particles) by increasing their temperature by

∆Theat, with the BHs storing the feedback energy until it is large enough to heat the

nheat particles by ∆Theat. These two parameters are chosen such that the heated gas has

a sufficiently long cooling time and so that the time needed to have a feedback event is

shorter than the Salpeter time for Eddington-limited accretion. Booth & Schaye (2009)

found that ∆Theat = 108 K and nheat = 1 correspond to a good balance between these

two constraints. These values were hence used for the OWLS ‘AGN’ model. This

model is hereafter referred to as AGN 8.0.

The efficiency ε is set to 0.015, which results in a good match to the normalisation of

the z = 0 relations between BH mass and stellar mass and velocity dispersion (the

slopes of the relations are largely independent of ε), as well as to the observed cosmic

BH density, as demonstrated by Booth & Schaye (2009, 2010) (see also Appendix A).

McCarthy et al. (2011) found that galaxy groups simulated using this model for AGN

feedback are fairly insensitive to the choice of β and nheat, whilst they are sensitive to

∆Theat, particularly if it is similar to, or smaller than the group’s virial temperature.

In the latter cases, the feedback will be inefficient. It is worth noting that the most

massive systems expected in the much larger simulated volumes presented here will

have ∆Theat ∼ Tvir. AGN feedback is therefore anticipated to become less efficient for

these systems. For this reason, two additional runs with increased heating temperatures

(leaving nheat and ε fixed) were carried out: ∆Theat = 3 × 108 K (hereafter AGN 8.5)

and ∆Theat = 5 × 108 K (hereafter AGN 8.7). Note that since the same amount of

gas is being heated in these models as in the AGN 8.0 model, more time is required

for the BHs to accrete enough mass to be able to heat neighbouring gas to a higher

temperature. Thus, increasing the heating temperature leads to more bursty and more

energetic feedback events.

Table 2.1 provides a list of the new runs presented here and the sub-grid physics that

they include.
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2.2.2 Post-processing

Halo properties

Haloes are identified by using a standard friends-of-friends percolation algorithm on

the dark matter particles with a typical value of the linking length in units of the mean

interparticle separation (b=0.2). The baryonic content of the haloes is identified by

locating the nearest DM particle to each baryonic (i.e. gas or star) particle and as-

sociating it with the FoF group of the DM particle. Artificial haloes are removed by

performing an unbinding calculation with the SUBFIND algorithm (Springel et al. 2001;

Dolag et al. 2009): any FoF halo that does not have at least one self-bound substructure

(called subhalo) is removed from the FoF groups list. Subhaloes are defined to be lo-

cally overdense, self-bound particle groups within a larger parent group (the FoF halo)

and are found by SUBFIND by looking for regions (which correspond to the subhaloes)

that are encompassed by an isodensity contour that goes through a saddle point of the

density field (see Springel et al. 2001 for details). A ‘galaxy’ is a collection of star and

gas particles bound to a subhalo. A halo can thus host several galaxies.

Spherical overdensity masses M∆ (where M∆ is the total mass within a radius r∆ that

encloses a mean internal overdensity of ∆ times the critical density of the Universe)

with ∆ = 200, 500 and 2500 have been computed (total, gas and stars) for all the

FoF haloes. The spheres are centred on the position of the most bound particle of the

main subhalo (the most massive subhalo of the FoF halo). Then, all galaxy groups and

clusters withM500 ≥ 1013 M� are extracted from each snapshot for analysis. There are

roughly 14, 000 such systems at z = 0 in the NOCOOL run with the Planck cosmology,

for example.

X-ray observables and analysis

It has been demonstrated in a number of previous studies that there can be non-negligible

biases in the derived hot gas properties (e.g. due to multi-temperature structure and

clumping) and system mass (e.g. M500) inferred from X-ray analyses (e.g. Mathiesen
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& Evrard 2001; Mazzotta et al. 2004; Rasia et al. 2006; Nagai, Vikhlinin & Kravtsov

2007; Khedekar et al. 2013). Thus, to make like-with-like comparisons with X-ray ob-

servations, synthetic X-ray data are produced and then analysed in a way that is faithful

to what is done for the real data. The procedure used for producing and analysing syn-

thetic X-ray observations is described below.

For each hot gas particle within r500, the X-ray spectrum in the 0.5–10.0 keV band is

computed using the Astrophysical Plasma Emission Code (APEC; Smith et al. 2001)

with updated atomic data and calculations from the AtomDB v2.0.2 (Foster et al.

2012). The spectrum of each gas particle is computed using the particle’s density,

temperature, and full abundance information. More specifically, for each particle, a

spectrum for each of the 11 elements tracked by the simulations is computed, scaled

appropriately using the particle’s elemental abundance (the fiducial APEC spectrum as-

sumes the Solar abundances of Anders & Grevesse 1989), and the individual element

spectra are summed to create a total spectrum for the particle. Note that cold gas be-

low 105 K which contributes negligibly to the total X-ray emission is excluded. Any

(hot or cold) gas which is bound to self-gravitating substructures (‘subhaloes’) is also

excluded, as observers also typically excise substructures from their X-ray data. Note

that the smallest subhaloes that can be resolved in the present simulations have masses

∼ 1011 M�.

Gas density, temperature, and metallicity profiles are ‘measured’ for each simulated

system by fitting single-temperature APEC models with a metallicity that is a fixed

fraction of Solar (as commonly assumed in observational studies) to spatially-resolved

X-ray spectra in (three-dimensional) radial bins. (Note that the observed radial profiles

that the simulations are compared to in Section 3.2 are all derived under the assumption

of spherical symmetry.) The radial bins are spaced logarithmically and between 10-20

bins are used within r500 (similar to what is possible for relatively deep Chandra obser-

vations of nearby systems). To more closely mimic the actual data quality and analysis,

the cluster spectra (and the single-temperature APEC model spectra to be fitted to the

cluster spectra) are multiplied by the effective area energy curve of Chandra, subjected

to Galactic absorption due to HI with a typical column density of 2 × 1020 cm2, and
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re-binned to an energy resolution of 150 eV (i.e. similar to the Chandra energy res-

olution). The single-temperature model spectra are fitted to the cluster spectra using

the MPFIT least-squares package in IDL (Markwardt 2009). In general, including a

Galactic absorption column and multiplying by the effective energy curve of Chandra

have only very small effects (a few per cent) on the recovered density, temperature and

metallicity profiles, by affecting which parts of the spectra are most heavily weighted

in the fit.

In addition to profiles, ‘mean’ system X-ray temperatures and metallicities are also

derived by following the above procedure but using only a single radial bin: either

[0–1]r500 (‘uncorrected’) or [0.15–1]r500 (‘cooling flow-corrected’). System X-ray lu-

minosities within r500 are computed in the soft 0.5–2.0 keV band by summing the

luminosities of the individual particles within this three-dimensional radius (the lumi-

nosity of an individual particle is computed by integrating the particle’s spectrum over

this band).

When making comparisons to X-ray-derived mass measurements (e.g. M500), a hy-

drostatic mass analysis of the simulated systems is employed using the measured gas

density and temperature profiles inferred from the synthetic X-ray analysis described

above. In particular, the density and temperature profiles are fitted using the functional

forms proposed by Vikhlinin et al. (2006) and hydrostatic equilibrium (HSE; as ex-

plained in e.g. Kravtsov & Borgani 2012) is assumed to derive the mass profile. The

subscript ‘hse’ will be used to denote quantities inferred from (virtual) observations

under the assumption of hydrostatic equilibrium.

The sensitivities of the HSE and spectroscopic temperature biases (and scatter about

the bias) to sub-grid physics are explored in Appendix B.

‘Optical’ observables

Optical and near-infrared luminosities and colours are computed using the GALAXEV

model of Bruzual & Charlot (2003) to derive a spectral energy distribution for each star

particle, which is then convolved with the transmission function of the chosen band fil-
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ter. When doing so, each star particle is treated as a simple stellar population with a

Chabrier (2003) IMF and the star particle’s age and metallicity. The effects of dust at-

tenuation are ignored but the simulations are compared to dust-corrected observations

where possible.

2.3 X-ray properties

The X-ray properties of the simulated groups and clusters are first compared to ob-

servations of local (z ∼ 0) systems. In Section 2.3.1, the global hot gas properties

are examined as a function of system mass and, in Section 2.3.2, the observed radial

distributions of entropy and density are compared to their observational counterparts.

For clarity, the observational error bars have been omitted from the global hot gas

property plots below. For reference, the typical statistical errors are of the order of

10 per cent in gas mass and temperature, 5 per cent in X-ray luminosity, and 10–20

per cent in halo mass for the observational samples compared to below. For the same

reason, the scatter has only been plotted (using shaded regions) for the AGN 8.0 model

as the intrinsic scatter does not vary much between the different physical models.

2.3.1 Global scaling relations

Luminosity–mass relation

In figure 2.1, the soft (0.5–2.0 keV band) X-ray luminosity–M500 relation is plotted

for the various simulations (coloured solid curves and shaded region) and compared to

observations of individual X-ray-selected systems (data points in left panel) and stack-

ing measurements of the mass–luminosity relation for the optically-selected maxBCG

sample (Rozo et al. 2009; black lines in right panel) and the X-ray-selected COSMOS

sample (Leauthaud et al. 2010; data points in right panel). As the observational mass

measurements of the data in the left panel of figure 2.1 are based on a hydrostatic anal-

ysis of the X-ray observations, the synthetic X-ray observation methodology described
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in Section 2.2.2 is used to measure M500,hse for the simulated systems. The maxBCG

and COSMOS data in the right panel, on the other hand, use stacked weak lensing

masses (in bins of richness and X-ray luminosity, respectively). The true M500 is used

for the simulated systems in this comparison, as weak lensing masses are thought to

be biased on average by only a few per cent (e.g. Becker & Kravtsov 2011; Bahé,

McCarthy & King 2012, but see Rasia et al. 2012 who find somewhat larger biases).

For the Leauthaud et al. (2010) data, their 0.1–2.4 keV luminosities have been con-

verted into 0.5–2.0 keV luminosities using the online WebPIMMS3 tool (the conver-

sion factor is ≈ 0.6 and is insensitive to the temperature adopted for the range consid-

ered here). Their M200 masses have been converted into M500 assuming a Navarro–

Frenk–White (NFW; Navarro, Frenk & White 1997) profile with a concentration of 4

(e.g. Duffy et al. 2008), which yields M500 ≈ 0.69M200. Finally, their luminosities

and masses have been scaled to z = 0.25 assuming self-similar evolution (many of

the COSMOS groups are close to this redshift in any case), to be directly comparable

to the Rozo et al. (2009) relation and the simulations presented in the right panel of

figure 2.1.

The AGN feedback model with the ‘standard’ OWLS heating temperature of ∆Theat =

108 K (i.e. AGN 8.0, or just ‘AGN’ in McCarthy et al. 2010) broadly reproduces the

observed luminosity-mass relation over nearly two orders of magnitude in mass. There

is a slight difference in slope with respect to the individual X-ray-selected systems in

the left panel of figure 2.1, such that the lowest mass observed systems are a factor

of a few more luminous than their simulated counterparts. However, no such offset

is evident in the comparison to the stacking results in the right panel, which suggests

that observational selection may be important (see discussion below). Interestingly,

when the same model is examined in the WMAP7 cosmology, the discrepancy in the

left panel largely goes away (the simulated clusters are brighter, presumably due to

the increased baryon fraction in the WMAP7 cosmology), although one is introduced

in the right panel, in the sense that the simulated clusters become slightly brighter on

average than the maxBCG/COSMOS stacking results indicate.

3http://heasarc.gsfc.nasa.gov/Tools/w3pimms pro.html
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Figure 2.1: The soft X-ray luminosity–M500 relation at z = 0. The X-ray luminosity refers to
the 0.5–2.0 keV band (rest-frame) and is computed respectively within r500,hse for the left panel
and within r500 for the right one. Left: The filled black circles (clusters), left-facing triangles
(clusters), diamonds (groups), and semi-circles (groups) represent the observational data (at
z ≈ 0) of Pratt et al. (2009), Vikhlinin et al. (2009a), Sun et al. (2009) and Osmond & Ponman
(2004), respectively. The solid curves (red, orange, blue, green and magenta) represent the
median LX −M500,hse relations in bins of M500,hse for the different simulations at z = 0 and
the blue shaded region encloses 68 per cent of the simulated systems for the AGN 8.0 model.
Right: The solid and dashed black lines represent the stacked relation and its extrapolation
down to lower masses of Rozo et al. (2009) at z ≈ 0.25, derived by stacking X-ray (RASS)
and weak lensing (SDSS) data in bins of richness for the optically-selected maxBCG sample.
The filled black squares represent the stacked relation of Leauthaud et al. (2010) scaled to
z = 0.25, which uses stacked weak lensing masses for COSMOS groups in bins of X-ray
luminosity for a sample of X-ray-selected groups. The solid and dashed curves (red, orange,
blue, green and magenta) represent the simulated mean X-ray-luminosity−M500 relations at
z = 0.25 in bins of M500 and LX , respectively. The AGN model with a heating temperature
of ∆Theat = 108 K (i.e. AGN 8.0) reproduces the observed relations relatively well. Higher
heating temperatures (i.e. more bursty feedback) lead to under-luminous systems, while lack of
AGN feedback altogether (REF) results in over-luminous groups and under-luminous clusters.

Increasing the AGN heating temperature significantly (e.g. AGN 8.7, magenta solid

line), which makes the AGN feedback more violent and bursty in nature, tends to

result in under-luminous systems at all mass scales, irrespective of the used cosmology.

As shown in Section 2.3.2, this lower luminosity is due to a strong reduction in the

central gas density. Neglect of AGN feedback altogether (REF) results in a flatter

than observed luminosity–mass relation, such that groups (clusters) are over-luminous

(under-luminous) with respect to the observations.
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Previous simulation studies, such as those of Puchwein, Sijacki & Springel (2008),

Fabjan et al. (2010), Short, Thomas & Young (2013) and Planelles et al. (2014) have

also concluded that the inclusion of AGN feedback helps to reproduce the mean lumino-

sity–temperature relation.

Interestingly, the observed scatter in the luminosity-mass relation is also broadly re-

produced by the models from log10[M500(M�)] & 14 or so. This suggests that the sim-

ulations have produced reasonably realistic populations of clusters. At lower masses

(log10[M500(M�)] . 13.5), the observed scatter appears to be considerably larger than

in the AGN 8.0 model. This could indicate either the impact of selection effects (see

discussion below) in observed surveys, or that the history of AGN activity is more

variable in low-mass systems than is allowed by the models.

Note that while every attempt has been made to ‘measure’ the X-ray properties of the

simulated systems in an observational manner, an important caveat to bear in mind

is that no attempt was made to select them in the same way as in the observational

samples (which generally have poorly understood selection functions). This may affect

the quantitative conclusions that can be drawn from comparisons of X-ray luminosities,

particularly for galaxy groups where observations of individual groups (left panel) are

typically limited to the very brightest and nearest systems (Rasmussen et al. 2006).

Indeed, there appears to be a noticeable difference in the mean X-ray luminosity of

groups (with masses M500 ∼ 1013−13.5 M�) for the different observational studies. In

particular, the Sun et al. (2009) X-ray-selected sample (black diamonds in the left panel

of figure 2.1) has a significantly higher mean luminosity than the Osmond & Ponman

(2004) X-ray-selected sample (black semi-circles in the left panel), the Rozo et al.

(2009) optically-selected sample (black lines in the right panel), and the Leauthaud

et al. (2010) X-ray-selected sample (black squares in the right panel). The Sun et al.

(2009) sample is based on archival data with the requirement that there be a sufficiently

large number of photons to measure spatially-resolved spectra (and therefore tempera-

ture and density profiles) out to a significant fraction of r500. The Osmond & Ponman

(2004) study, on the other hand, required only enough photons to measure a single

mean temperature, which has been converted to M500 using the mass–temperature re-
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lation of Sun et al. (2009). For the Leauthaud et al. (2010) sample, galaxy groups only

need be detected and have a robust X-ray luminosity (i.e. they do not require a tem-

perature measurement) to be considered in their stacking analyses. Finally, the Rozo

et al. (2009) sample is optically-selected and mean X-ray luminosities are derived by

stacking shallow RASS X-ray data of many groups and clusters (contamination due to

point sources and to false groups may be an issue at such low richnesses, however).

In the future, large samples of homogeneously analysed and selected X-ray groups

will be available through the XXL (Pierre et al. 2011) and eRosita (Merloni et al.

2012) surveys. Particular attention is being devoted in these surveys to the selection

function using synthetic observations of cosmological simulations. For the present, the

importance of selection remains an open question for the observed mass–luminosity

and luminosity–temperature relations.

Mass–temperature relation

In the left panel of figure 2.2, the M500,hse−X-ray temperature relation at z = 0 is

plotted for the various simulations and compared to observations of individual X-ray-

selected systems. For both the observations and simulations, the X-ray temperature is

measured by fitting a single-temperature plasma model to the integrated X-ray spec-

trum within the annulus [0.15–1]r500,hse (i.e. a mean ‘cooling flow-corrected’ tempera-

ture). In the right panel of figure 2.2, the temperature has been normalised by the virial

temperature kBT500,hse ≡ µmpGM500,hse/2r500,hse to take out the explicit gravitational

halo mass dependence, in order to more closely examine the effects of baryonic physics

on the mass–temperature relation. Note that the virial temperature is computed using

the hydrostatically-derived mass for both the observed and simulated systems.

The mass–temperature relation is similar for all the runs examined and independent

of the choice of cosmology. This insensitivity owes to the fact that, to first order,

the temperature is set by the depth of the potential well, which is dominated by dark

matter. As a result, the X-ray temperature is always close to the virial temperature (as
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demonstrated in the right panel), particularly for the core-excised temperatures4 used

in figure 2.2, which probe gas with long cooling times. This is consistent with the

findings of previous simulation studies (e.g. McCarthy et al. 2010; Short et al. 2010).

Figure 2.2: The X-ray temperature–M500,hse relation at z = 0. The X-ray temperature is
measured by fitting a single-temperature plasma model to the X-ray spectrum within the an-
nulus [0.15–1]r500,hse (i.e. a mean ‘cooling flow-corrected’ temperature). The filled black
circles (clusters), right-facing triangles (clusters), left-facing triangles (clusters), and dia-
monds (groups) represent the observational data of Pratt et al. (2009), Vikhlinin et al. (2009a),
Vikhlinin et al. (2006) and Sun et al. (2009), respectively. The coloured solid curves represent
the median mass–temperature relations in bins ofM500,hse for the different simulations and the
blue shaded region encloses 68 per cent of the simulated systems for the AGN 8.0 model. In the
left panel, the observed temperature (in keV) is plotted, while in the right panel the tempera-
ture is normalised by the virial temperature kBT500,hse ≡ µmpGM500,hse/2r500,hse to take out
the gravitational halo mass dependence. The AGN 8.0 and REF models broadly reproduce the
observed relations, while the non-radiative (NOCOOL) and AGN models with higher heating
temperatures (AGN 8.7 in particular) under- and overshoot (respectively) the observed relation
by about 10 per cent.

The NOCOOL model lies below the observed relation by roughly 10 per cent (i.e. it has

too low temperatures at fixed masses compared to the observations). As will be shown

below (see Section 2.3.2), this is because the ICM has a lower entropy in this run

compared to the other runs, due both to its inability to cool (which would remove the

lowest-entropy gas from the ICM) and to the lack of feedback (which heats and ejects

low-entropy gas). On the other hand, AGN models with high heating temperatures
4Coalescence of baryons can potentially become gravitationally important in the very central regions

of simulations that suffer from overcooling (e.g. Nagai, Kravtsov & Vikhlinin 2007 and the REF model
here), which can lead to strong gravitational compression and ‘heating’.



2.3. X-ray properties 33

(AGN 8.5 and, in particular, AGN 8.7) lie above the observed relation at z = 0 because

they eject too much low-entropy gas. Finally, there is a slight difference in the shape

of the relations predicted by all the radiative simulations compared to the observations,

with a ‘bump’ in the median trends of the simulations at log10[M500(M�)] ∼ 14. This

is due to the differences in detailed entropy structure of the gas between the simulations

and observations (see figures 2.5 and 2.6).

Gas mass fraction–mass relation

In figure 2.3, the gas mass fraction–M500,hse relation at z = 0 is plotted for the various

simulations and compared to observations of individual X-ray-selected systems. The

gas mass fraction is measured within r500,hse. For the simulated systems, the synthetic

X-ray observations/analysis methodology of Section 2.2.2 is used to ‘measure’ the halo

mass and gas mass fraction of the simulated systems.

As is well known, the observed relation shows a strong trend in gas mass fraction with

total system mass, such that galaxy groups have significantly lower fractions compared

to massive clusters and the universal baryon fraction fb ≡ Ωb/Ωm. Some previous ob-

servational studies argued that this was due to a much higher star formation efficiency

in groups relative to clusters (e.g. Gonzalez, Zaritsky & Zabludoff 2007; Giodini et al.

2009), but some recent observational results suggest that the star formation efficiency

of groups is similar to that of clusters (e.g. Leauthaud et al. 2012; Budzynski et al.

2014) and is therefore far below what is needed to ‘baryonically close’ groups (e.g.

Sanderson et al. 2013), even when intracluster light (ICL) is explicitly accounted for

(Budzynski et al. 2014).

The observed trend, as well as its scatter, are reproduced extremely well by the AGN 8.0

model from groups up to massive clusters in the Planck cosmology. In the WMAP7

cosmology (not shown), which has a universal baryon fraction of Ωb/Ωm = 0.167

(compared to the Planck value of 0.154 – dotted horizontal line), the observed trend

is approximately bracketed by the AGN 8.0 and AGN 8.5 models (more gas must be

ejected in the WMAP7 cosmology to recover the observed gas mass fraction). As
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Figure 2.3: The gas mass fraction within r500,hse as a function of M500,hse at z = 0. The filled
black circles (clusters), right-facing triangles (clusters), downward triangles (clusters), hour-
glass (clusters) and diamonds (groups) represent the observational data of Pratt et al. (2009),
Vikhlinin et al. (2006), Lin et al. (2012), Maughan et al. (2008) and Sun et al. (2009), respec-
tively. The coloured solid curves represent the median gas mass fraction–M500,hse relations in
bins of M500,hse for the different simulations and the blue shaded region encloses 68 per cent
of the simulated systems for the AGN 8.0 model. The observed trend is reproduced very well by
the standard AGN model (AGN 8.0) in the Planck cosmology (in the WMAP7 cosmology, not
shown, it is approximately bracketed by the AGN 8.0 and AGN 8.5 models). Raising the AGN
heating temperature further results in too much gas being ejected from (the progenitors of)
groups and clusters. The REF model (which lacks AGN feedback) also approximately repro-
duces the observed trend for low-intermediate masses (though not for M500,hse & 1014.5 M�),
but at the expense of significant overcooling (see figure 2.10).

demonstrated by McCarthy et al. (2011), the reduced gas mass fraction with respect

to the universal mean in the AGN models is achieved primarily by the ejection of
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gas from the high redshift progenitors of today’s groups and clusters. (Star formation

accounts for only ∼ 10 per cent of the removal of hot gas in these models.) The lower

binding energies of groups compared to clusters result in more efficient gas ejection

from groups, which naturally leads to the trend in decreasing gas fraction at lower halo

masses. This is consistent with the findings of previous simulation studies, such as

those of Bhattacharya, Di Matteo & Kosowsky (2008), Puchwein, Sijacki & Springel

(2008), Short & Thomas (2009), Fabjan et al. (2010), Stanek et al. (2010) and Planelles

et al. (2013).

Note that increasing the heating temperature of the AGN further results in too much gas

being ejected from all systems. The REF model, which lacks AGN feedback altogether,

also yields reasonable gas mass fractions, but the relation with mass is flatter than

observed, because the star formation efficiency does not depend strongly on halo mass.

The low gas fractions in this model are achieved by overly efficient star formation (see

figure 2.10).

Note that the non-radiative run, NOCOOL, has a slight trend with mass and that some

massive clusters apparently have gas mass fractions well in excess of the universal

baryon fraction (the scatter, not shown, is somewhat larger in magnitude compared to

that of the AGN 8.0 model). Naively, this would appear to contradict previous studies

which also examined non-radiative simulations and found that the baryon fraction does

not depend on halo mass and is very nearly the universal fraction within r500 with little

scatter (e.g. Crain et al. 2007). There is, in fact, no contradiction – the non-radiative

results presented here agree very well with previous studies when considering the true

baryon fraction versus halo mass trend. The slight trend indicated in figure 2.3 and

the large scatter (not shown) are due to biases in the recovered gas density and total

mass profiles introduced during the synthetic X-ray observation analysis. In parti-

cular, because it is unable to cool, there is a lot more gas at short cooling times (low

temperature and high density) in this run, which biases the recovered ICM density and

temperature due to its high X-ray emissivity. These biases are significantly reduced

in radiative simulations, where cooling and feedback tend to remove low-entropy gas

from the systems.
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YX−mass relation

In the left panel of figure 2.4, the YX −M500,hse relation at z = 0 is plotted for the var-

ious simulations and compared to observations of individual X-ray-selected systems.

YX is the X-ray analogue of the SZ flux and is hence defined as the product of the hot

gas mass within r500,hse and the core-excised mean X-ray spectral temperature (as in

figure 2.2) and is thus closely related to the total thermal energy of the ICM. Kravtsov,

Vikhlinin & Nagai (2006) first proposed YX as a cluster mass proxy, arguing that it

should be relatively insensitive to the details of ICM physics and merging.

Figure 2.4: The YX −M500,hse relation at z = 0. The filled black left-facing triangles (clus-
ters), right-facing triangles (clusters) and diamonds (groups) represent the observational data
of Vikhlinin et al. (2006), Planck Intermediate Results IV and Sun et al. (2009), respectively.
The coloured solid curves represent the median YX–M500,hse relations in bins of M500,hse

for the different simulations and the blue shaded region encloses 68 per cent of the simulated
systems for the AGN 8.0 model. In the left panel, the observed YX (in M� keV) is plotted,
while in the right panel, YX is normalised by fbM500,hsekBT500,hse to take out the explicit
gravitational halo mass dependence. The AGN 8.0 model reproduces the observed trend over
approximately two orders of magnitude in mass. Higher heating temperatures result in too low
YX for low-mass groups relative to the observations (due to overefficient gas ejection).

In the left panel of figure 2.4, one can see that the various simulations indeed yield sim-

ilar YX−M500,hse relations (the REF, NOCOOL, and AGN 8.0 models reproduce the data

best) and YX is clearly strongly correlated with system mass. However, due to the large

dynamic range in YX plotted in the left panel of figure 2.4, one perhaps gets a mislead-
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ing impression of the sensitivity of YX to ICM physics. To address this, the dimension-

less quantity YX/(fbM500,hsekBT500,hse), where kBT500,hse ≡ µmpGM500,hse/2r500,hse

is plotted in the right panel of figure 2.4. The denominator takes out the explicit halo

mass dependence of YX and greatly reduces the dynamic range on the y-axis, allow-

ing for a better examination of the sensitivity of YX to the important non-gravitational

physics. Note that fbM500,hsekBT500,hse is the YX a cluster of mass M500,hse would

possess if the hot gas were isothermal with the virial temperature and the gas mass

fraction had the universal value (i.e. the self-similar prediction).

From the right hand panel of figure 2.4, one immediately concludes that YX is in fact

sensitive to ICM physics, contrary to the claims of Kravtsov, Vikhlinin & Nagai (2006).

More specifically, energetic AGN, which were not examined by Kravtsov et al., can

eject large quantities of gas that can significantly lower YX . This reduction in gas mass

can be compensated to a degree by the slight increase in temperature due to the fact that

much of the ejected gas had low entropy (and also additional high entropy gas is able

to accrete within r500; McCarthy et al. 2011). However, hydrostatic equilibrium forces

the temperature of the ICM to remain near the virial temperature, and thus arbitrarily

large amounts of gas ejection cannot be compensated for.

At z = 0, observed groups and clusters have sufficiently high gas mass fractions that

YX is not significantly depressed compared to the self-similar prediction. However,

figure 2.4 should serve as a warning against blindly applying YX to, e.g. lower halo

masses and/or higher redshifts, where independent direct halo mass estimates are in-

creasingly scarce. This caution should also obviously be heeded (perhaps even more

so) by studies which use gas mass (fractions) as total mass proxies as opposed to YX .

2.3.2 Profiles

Entropy

In figure 2.5, the three-dimensional radial entropy profiles of groups (left panel) and

clusters (right panel) are plotted for the various simulations and compared to observa-
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Figure 2.5: The radial entropy profiles of groups (left) and clusters (right) at z = 0. The
simulated systems have been selected to match the median mass of the observational data. The
filled black diamonds (groups), squares (groups), circles (clusters) and right-facing triangles
(clusters) with error bars correspond to the observational data of Sun et al. (2009), Johnson,
Ponman & Finoguenov (2009), Pratt et al. (2010) and Vikhlinin et al. (2006) (in the latter
case, the entropy profiles were obtained by combining their best-fitting density and temperature
profiles), respectively. The error bars enclose 90 per cent and 68 per cent of the observed
systems for groups and clusters, respectively. The dotted line represents the power-law fit of
Voit, Kay & Bryan (2005) to the entropy profiles of a sample of simulated non-radiative SPH
groups and clusters. The coloured solid curves represent the median entropy profiles for the
different simulations and the blue shaded region encloses 68 per cent of the simulated systems
for the AGN 8.0 model. The standard AGN 8.0 model reproduces the observed radial profiles
of groups and clusters over 1.5 decades in radius, and the observed scatter is also broadly
reproduced.

tions of X-ray-selected systems. As the shape and amplitude of the entropy profiles

are fairly strong functions of halo mass (as shown in figure 2.6), the mass distributions

of the observational and simulated samples have been slightly re-sampled so that they

have approximately the same median mass for both, which is M500 ≈ 8.6 × 1013 M�

for groups and M500 ≈ 3.5 × 1014 M� for clusters. (This was achieved by keeping

only the simulated groups with 5.75 × 1013 M� ≤ M500 ≤ 1.54 × 1014 M�, the sim-

ulated clusters with 2.5× 1014 M� ≤ M500 ≤ 1015 M�, the REXCESS clusters with

M500 ≥ 1.5× 1014 M� and the Vikhlinin et al. (2006) clusters with 1.2× 1014 M� ≤

M500 ≤ 1.1 × 1015 M�.) The definition of entropy commonly used in X-ray astron-

omy, i.e. S ≡ kBT/n
2/3
e , which here has units of keV cm2 is used and is related to

the thermodynamic entropy by a logarithm and an additive constant. The radii are nor-
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malised by r500,hse and the entropies by the characteristic entropy scale S500,hse, which

is defined as

S500,hse ≡
kBT500,hse

n
2/3
e,500,hse

=
GM500,hseµmp

2r500,hse(500fbρcrit/(µemp))2/3
, (2.1)

where µe is the mean molecular weight per free electron, in order to take out the ex-

plicit halo mass dependence. The baseline entropy profile of Voit, Kay & Bryan (2005)

is also shown as a dotted line on both panels. This represents the self-similar answer,

which was obtained by fitting a power-law to the entropy profiles of a sample of non-

radiative SPH groups and clusters. Finally, as the observed entropy profiles were ob-

tained through spectral fitting of X-ray observations, the synthetic X-ray observations

methodology of Section 2.2.2 was used to compute spectral entropy profiles for the

simulated systems.

As is well known, observed groups and clusters exhibit a significant level of ‘excess

entropy’ compared to the self-similar expectation (e.g. Ponman, Cannon & Navarro

1999; Ponman, Sanderson & Finoguenov 2003), which is a clear signature of the

non-gravitational physics of structure formation. This effect is stronger in groups

compared to clusters. Figure 2.5 shows that all the radiative models (REF and the

AGN models) yield profiles that are similar to the observed ones in the central regions

(r . 0.2r500,hse) of groups. In more massive clusters, however, only the AGN 8.0

model provides an adequate match to the observations. At intermediate/large radii, the

AGN models with the two highest heating temperatures (AGN 8.5 and AGN 8.7) have

too high entropy at intermediate and large radii compared to the observed levels (par-

ticularly in groups), due to the ejection of too much (preferentially low-entropy) gas

from the progenitors of the present-day systems. Short, Thomas & Young (2013) also

find that the inclusion of AGN feedback leads to better agreement at intermediate radii

for clusters.

Note that the consequences of observational selection are also apparent in figure 2.5.

In particular, the filled black circles in the right panel represent the median entropy

profile from Pratt et al. (2010), derived from REXCESS – a representative sample of
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33 clusters derived from a flux-limited parent sample (Böhringer et al. 2007), whereas

the black right-facing triangles represent the sample of Vikhlinin et al. (2006), who

targeted relaxed, cool core clusters. It is apparent that the clusters from the Pratt et al.

(2010) sample have a higher mean central entropy and larger central scatter, as one

might expect, since there is no requirement for their clusters to have a central tempe-

rature dip (which necessitates a low central entropy). The comparison to the Pratt et al.

(2010) sample is therefore perhaps more appropriate. However, there still remains the

question of how ‘representative’ flux-limited samples really are relative to a halo mass-

selected sample, as typically derived from models/simulations such as those presented

here. While it is doubtful that X-ray surveys are missing many massive nearby clus-

ters, it is nevertheless possible that the mix of clusters in a given bin may be skewed.

Furthermore, our confidence in the completeness of X-ray surveys (even above a given

luminosity, let alone mass) weakens considerably as we move into the group regime.

To better explore the relatively strong dependence on halo mass apparent in figure 2.5,

the entropy at three reference radii (0.15r500,hse ≈ r13000,hse, r2500,hse ≈ 0.45r500,hse

and r500,hse from top to bottom) is plotted in figure 2.6 as a function of M500,hse for the

various simulations and compared to observations of individual X-ray-selected groups

and clusters. The baseline entropy profile of Voit, Kay & Bryan (2005) is also shown

as a dotted line in all three panels. Deviations from the baseline self-similar results are

strongest at the lowest halo masses and smallest radii. Only the standard AGN model

(AGN 8.0) is able to reproduce the observed trends with radius and halo mass. Similar

results were obtained by Fabjan et al. (2010) and Planelles et al. (2014), but they only

looked at the relation for the largest two of the characteristic radii.
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Density

In figure 2.7, the three-dimensional radial density profiles of groups (left panel) and

clusters (right panel) are plotted for the various simulations and compared to observa-

tions of X-ray-selected systems (symbols with error bars). As was done for the entropy

profile comparison above, the median masses of the observed and simulated samples

have been approximately matched by excising some systems from each. The resulting

samples are identical to those used for the entropy profiles in the previous subsection.

The radii are normalised by r500,hse and the densities by the critical density of the

Universe for the adopted cosmological parameters. Finally, as the observed density

profiles were obtained through spectral fitting of X-ray observations, the synthetic X-

ray observations methodology of Section 2.2.2 was used to compute spectral density

profiles for the simulated systems.

Figure 2.7: The radial density profiles of groups (left) and clusters (right) at z = 0. The
simulated systems have been selected to match the median mass of the observational data.
The filled black diamonds (groups), circles (clusters) and right-facing triangles (clusters) with
error bars correspond to the observational data of Sun et al. (2009), Croston et al. (2008) and
Vikhlinin et al. (2006), respectively. The error bars enclose 68 per cent of the observed systems.
The coloured solid curves represent the median density profiles for the different simulations and
the blue shaded region encloses 68 per cent of the simulated systems for the AGN 8.0 model.
The observed trends are reproduced well in the Planck cosmology by the standard AGN model
(AGN 8.0). In the WMAP7 cosmology (not shown), the simulated density profiles are shifted
up by approximately 10 per cent.
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The AGN 8.0 model reproduces the observed profiles (including the scatter) quite well

over the whole radial range for both groups and clusters in the Planck cosmology.

(In the WMAP7 cosmology, the simulation gas density profiles are shifted up by ap-

proximately the ratio of universal baryons in WMAP7 and Planck cosmologies.) In-

creased heating temperatures, which lead to more violent and bursty AGN feedback

(e.g. AGN 8.7), result in a strongly reduced density, especially in the central regions

and in low-mass systems. Conversely, when both feedback and radiative cooling are

omitted (NOCOOL), the gas is too dense and too centrally concentrated. It is worth

noting that the non-gravitational physics of galaxy formation has a noticeable effect on

the group gas density profiles as far out as ∼ r500,hse, whereas in the case of clusters,

the profiles have all approximately converged to the self-similar answer at these radii.

As discussed above, the role of observational selection is an important caveat to bear

in mind, particularly for groups. Note that the median central density of the observed

sample of groups in Sun et al. (2009) is slightly higher than that of the fiducial AGN

model, consistent with the offset in the mass–luminosity relation at low masses (see

figure 2.1). As was discussed in Section 2.3.1, however, the Sun et al. (2009) sample

has a higher mean X-ray luminosity compared to other observational group samples,

most likely due to selection.

Demographics of cluster cores

The observed large scatter in the properties of the hot gas in the cores of galaxy clusters

is a subject that has attracted much interest in recent years. It was previously noted that

the scatter in the observed global scaling relations, such as the luminosity–temperature

relation, is driven primarily by the scatter in the thermodynamic properties of the gas

within the central ∼ 200 kpc (e.g. Fabian 1994; McCarthy et al. 2004, 2008). The

origin of this scatter is still being debated. It may be due to merger activity and/or

differences in the feedback histories of clusters. It is of interest to see whether the

simulations presented here reproduce the detailed scatter at small radii.

Detailed studies of the radial structure of the gas with Chandra and XMM-Newton have
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Figure 2.8: Distribution of central (at 0.05r500,hse) electron densities at z = 0. The thick solid
histograms (red, orange, blue, green and magenta) are for the different simulations while the
black one corresponds to the observational data of Croston et al. (2008) with z ≤ 0.25 scaled
to z = 0 assuming self-similar evolution. The error bars represent Poisson noise. The AGN 8.0
model reproduces the observed large spread in the central density distribution of the hot gas,
which shows no strong evidence for bimodality.
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suggested that there may be a bimodality in the central entropy (Cavagnolo et al. 2009;

Pratt et al. 2010), although this has been called into question recently (Panagoulia,

Fabian & Sanders 2014). As pointed out by Panagoulia, Fabian & Sanders (2014), the

derived central entropy is sensitive to what is assumed about the temperature distribu-

tion at small radii, which cannot be measured in as finely spaced radial bins as the gas

density and is somewhat sensitive to the uncertain metallicity of the gas. Furthermore,

by experimentation, the results have been found to be sensitive to the way in which

the data is binned in radius when fitting power-law + constant models to the entropy

distribution (as done in the Cavagnolo et al. and Pratt et al. studies).

To overcome these issues, a non-parametric approach is adopted and applied to the

central gas density distribution, which can be robustly determined from observations.

In particular, the gas density measured at 0.05r500,hse is plotted in figure 2.8 for the

simulations and compared to the observational estimates of Croston et al. (2008) for the

representative REXCESS cluster sample. As in previous plots, the mass distributions

have been re-sampled to achieve the same median mass for the observed and simulated

samples.

Encouragingly, the fiducial AGN model has a central density distribution that is quite

similar to the observed one. The central density varies by over an order of magnitude

in both. Furthermore, there is no strong evidence for a bimodal distribution in either

the observed or simulated density distributions. This does not imply that the entropy

cannot be bimodal, as the entropy depends on the temperature as well. Note that to

have a bimodal distribution in the entropy but not in the density requires there to be

a bimodal distribution in the shape of the potential well at small radii (or else the

system is not convectively stable), with high-entropy systems having deeper potential

wells. In the models, however, the entropy measured at 0.05r500,hse is not bimodal, in

qualitative agreement with the recent observational findings of Panagoulia, Fabian &

Sanders (2014).

Based on the above, the dividing line between ‘cool-core’ and ‘non-cool-core’ is there-

fore somewhat arbitrary. The fact that the fiducial AGN model has a similar central

density distribution to that of the REXCESS sample implies that, regardless of how
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they are exactly defined, both types of clusters are present in this model and in approx-

imately the correct proportion.

2.4 Sunyaev–Zel’dovich scalings

The Sunyaev–Zel’dovich (hereafter SZ) effect provides an alternative, complementary

way to probe the thermodynamic state of the hot gas in groups and clusters (see e.g.

Birkinshaw 1999; Carlstrom, Holder & Reese 2002 for reviews). Below the simulated

and observed integrated SZ fluxes are compared as a function of halo mass. Integrated

over the volume of a system, the SZ effect is proportional to the total thermal energy

content of the hot gas.

In figure 2.9, the SZ flux–M500,hse relation for the various simulations is plotted and

compared to observations of individual SZ selected systems (re-)discovered by the

Planck satellite, mostly during the first ten months of its mission (The Early Sunyaev–

Zel’dovich catalogue; Planck Early Results VIII) and, either followed up in X-ray with

XMM–Newton (Planck Early Results IX; Planck Intermediate Results I; Planck Inter-

mediate Results V) using Director’s Discretionary Time, or with high-quality archival

XMM–Newton data (Planck Early Results XI; Planck Intermediate Results IV). As the

observational data are compared to the z = 0 simulation results, only the Planck sys-

tems with z ≤ 0.25 were kept. Since the observational mass measurements (and aper-

tures within which the SZ fluxes are measured) are based on either a hydrostatic anal-

ysis of the X-ray observations, or on the Arnaud et al. (2010) YX −M500,hse relation

which was calibrated using a sample of 20 nearby relaxed clusters with high quality

XMM–Newton X-ray data5, the hydrostatic masses obtained using the synthetic X-ray

analysis outlined in Section 2.2.2 and their corresponding r500,hse are used to compute

the SZ signal.

The SZ signal is characterised by the value of its spherically integrated Compton pa-

rameter d2
AY500 = (σT/mec

2)
∫
PdV where dA is the angular diameter distance, σT the

5Eight clusters come from the sample of Arnaud, Pointecouteau & Pratt (2007) and the remaining
12 are relaxed REXCESS clusters with mass profiles measured at least out to R550.
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Thomson cross-section, c the speed of light, me the electron rest mass, P = nekBTe

the electron pressure and the integration is done over the sphere of radius r500.

Figure 2.9: The Y500,hse−M500,hse relation at z = 0. The filled black squares and right-facing
triangles represent the observational data of Planck Early Results and Planck Intermediate Re-
sults with z ≤ 0.25, respectively. The solid curves (red, orange, blue, green and magenta)
represent the median SZ flux–M500,hse relations in bins of M500,hse for the different simula-
tions and the blue shaded region encloses 68 per cent of the simulated systems for the AGN 8.0
model. In the left panel, the observed SZ signal (in Mpc2) is plotted, whereas in the right
panel, the SZ flux is normalized by σT /(mec

2µemp)fbM500,hsekBT500,hse in order to take out
the explicit gravitational mass dependence. Consistent with the conclusions derived from the
X-ray comparisons in Section 2.3, the fiducial AGN model (AGN 8.0) reproduces the observed
trend well in the Planck cosmology. In the WMAP7 cosmology (not shown), the simulated
curves are shifted up by approximately 10 per cent, so that more gas ejection (a slightly higher
heating temperature) is required to reproduce the normalisation.

All the simulations produce fairly similar Y500,hse−M500,hse relations, which are in rea-

sonable agreement with the observations by Planck of low-redshift massive clusters,

in agreement with the results of Battaglia et al. (2012) and Kay et al. (2012). Yet, as

was the case for YX in Section 2.3.1, the large dynamic range in total SZ flux in the left

panel of figure 2.9 gives a somewhat misleading impression of the sensitivity of the SZ

signal to galaxy formation physics. Therefore, in the right panel of figure 2.9, the total

SZ signal is normalised by the self-similar expectation σT/(mec
2µemp)fbM500,hsekBT500,hse

(where kBT500,hse ≡ µmpGM500,hse/2r500,hse) in order to remove the explicit gravita-

tional halo mass dependence and to make more apparent any potential effects of bary-

onic physics upon the SZ signal–mass relation. The right panel of figure 2.9 clearly



2.5. Optical and black hole scalings 48

shows that the integrated SZ signal is sensitive to ICM physics.

In the Planck cosmology, the standard AGN model reproduces the observed relation

best of any of the radiative models (the unphysical NOCOOL model performs similarly

well, due to a conspiracy of having too high density and too low temperature). The

scatter in the relation (which for clarity is only shown for the AGN 8.0 model) is also

roughly reproduced. Thus, there is excellent consistency between the X-ray and SZ

observables in terms of the physical story they tell.

It is worth noting that the sensitivity to baryonic physics increases with decreasing

mass. A detailed comparison to the stacked SZ signal–halo mass relation obtained

by the Planck collaboration using ∼ 260, 000 Locally Brightest Galaxies taken from

SDSS (Planck Intermediate Results XI) has also been conducted. As such a compar-

ison requires synthetic SZ observations, its results will be presented elsewhere (see

Chapter 5).

2.5 Optical and black hole scalings

Finally, the optical and black hole properties of the simulated systems are compared to

observations of local (z ∼ 0) groups and clusters. In Section 2.5.1, the global stellar

properties are looked at, then in Section 2.5.2, the optical properties of the brightest

cluster galaxy (BCG) are investigated and, lastly, in Section 2.5.3, the properties of the

central supermassive black hole are examined.

2.5.1 Total mass-to-light ratio

In figure 2.10, the I-band total mass-to-light ratio (within r500,hse)–M500,hse relation at

z = 0 is plotted for the various simulations and compared to recent observations that

explicitly include an intracluster light (ICL) component (thus avoiding the difficulty of

having to define what is the ICL in the simulations). To make like-with-like compar-

isons to the observations, the Cousins I-band luminosities have been computed using
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the GALAXEV model of Bruzual & Charlot (2003) (as described in Section 2.2.2). As

the observational total mass measurements of figure 2.10 are based on a hydrostatic

analysis of X-ray data, the halo masses derived from the synthetic X-ray analysis of

Section 2.2.2 were used. For the Gonzalez et al. (2013) and Sanderson et al. (2013)

data (note that the Sanderson et al. sample is a subset of the Gonzalez et al. sample and

uses their optical data, but the X-ray masses are computed somewhat differently), the

stellar masses have been converted back into I-band luminosities using their adopted

stellar mass-to-light ratios. For the best-fitting trend of Budzynski et al. (2014) (from

their image stacking analysis), their derived I-band stellar mass-to-light ratios (see their

table 2) were used to convert their mean stellar masses into mean I-band luminosities.

Note that comparing luminosities should be more robust than comparing stellar masses,

since stellar mass estimates rely on either dynamical mass-to-light ratios or stellar pop-

ulation synthesis modelling, which must assume a particular star formation history and

metallicity (both must assume something about the stellar IMF as well). Both meth-

ods have significant (& 0.1 dex) systematic uncertainties. While going from stellar

masses to luminosities in the simulations also requires a stellar population model, at

least in this case the precise star formation history and metallicity of the star particles

that make up the simulated galaxies are known, whereas these must be assumed for

real galaxies.

Observed galaxy clusters have high total mass-to-light ratios of ∼ 100. Only the sim-

ulations that include feedback from supermassive black holes yield such high values.

The REF model, which neglects AGN feedback, produces mass-to-light ratios that are

approximately a factor of three to five too low due to overly efficient star formation.

These conclusions are insensitive to the choice of cosmology.

As discussed in detail in Budzynski et al. (2014), there is a difference in the slope of the

trend of the stellar mass/light with halo mass that they measure and that measured by

Gonzalez, Zaritsky & Zabludoff (2007) (and now Gonzalez et al. 2013). The origin of

this difference is unclear. As noted by Budzynski et al. (2014) (see also Leauthaud et al.

2012), it is not driven by differences in the derived contributions of the ICL. Indeed,

the largest differences are at the highest masses, where Gonzalez et al. estimate that
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Figure 2.10: I-band total mass-to-light ratio as a function of M500,hse at z = 0. The filled
black hourglass and semi-circles represent the observational data of Sanderson et al. (2013) and
Gonzalez et al. (2013), respectively. The solid black line represents the SDSS image stacking
results of Budzynski et al. (2014). The three observational studies and the simulations include
the contribution from intracluster light. The coloured solid curves represent the median I-band
total mass-to-light ratio–M500,hse relations in bins ofM500,hse for the different simulations and
the blue shaded region encloses 68 per cent of the simulated systems for the AGN 8.0 model.
The observational studies differ in their findings of the steepness of the trend with halo mass,
but consistently find high mass-to-light ratios for massive clusters. The inclusion of AGN
feedback is essential for reproducing the observed high normalisation.

the ICL contributes a relatively small fraction of the total light. Budzynski et al. (2014)

conclude that Gonzalez et al. consistently measure lower luminosities (and therefore

higher total mass-to-light ratios) for the highest-mass systems compared to all the other

observational studies they compared to (including Lin & Mohr 2004 and Leauthaud
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et al. 2012). Irrespective of this discrepancy, the observations strongly point to a high

total mass-to-light ratio that cannot be achieved by means of stellar feedback alone.

2.5.2 Properties of the BCGs

Dominance of the BCG

In figure 2.11, the ratio of the K-band light in the BCG to that in the BCG and satellite

galaxies (i.e. no ICL) as a function of halo mass at z = 0 is plotted for the various

simulations and compared to observations of individual X-ray-selected systems of Lin

& Mohr (2004) and Lin, Mohr & Stanford (2004) (hereafter collectively referred to as

Lin et al. 2004) and Rasmussen & Ponman (2009). In both cases, the observed mean

X-ray temperatures have been converted into a halo mass using the mass–temperature

relation of Vikhlinin et al. (2009a). For the simulations, the K-band light of the BCG is

computed in a simple way by summing the luminosities of all the star particles within

an aperture of 30 kpc. This is similar to the average effective radius of observed BCGs

(e.g. Stott et al. 2011). Adjusting the aperture changes the normalisation of the relation

somewhat but does not significantly affect the shape of the relation.

Note that in both the observations and simulations plotted in figure 2.11, the BCG is

defined to be the most (stellar) massive/luminous galaxy, and that there is no require-

ment that the BCG be, for instance, coincident with the X-ray emission peak or the

‘central’ galaxy. Indeed, recent observational studies (e.g. Balogh et al. 2011; Skibba

et al. 2011) have shown that there can sometimes be relatively large offsets between

the BCG and these other choices of centre .

As can clearly be seen, the stellar fraction in the BCG is a strongly decreasing function

of total mass. All the models reproduce that trend, but the REF model produces BCGs

which are too dominant compared to the observed ones, whereas all the AGN models

yield similar stellar fractions in the BCGs which are consistent with the observed ones.

This is due both to suppression of star formation in massive satellite galaxies which

eventually merge with the BCG, as well as to the suppression of the central cooling
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Figure 2.11: K-band luminosity fraction in the BCG at z = 0. The filled black squares (groups)
and downward triangles (clusters) represent the observational data of Rasmussen & Ponman
(2009) and Lin et al. (2004), respectively. The coloured solid curves represent the median
K-band light fraction in the BCG–M500,hse relations in bins of M500,hse for the different simu-
lations and the blue shaded region encloses 68 per cent of the simulated systems for the AGN 8.0
model. Lack of AGN feedback leads to BCGs which are too dominant compared to the satellite
galaxy population.

flows by the AGN feedback. As will be shown in the next subsection, central cooling

flows and the star formation they induce in BCGs are indeed strongly suppressed by

AGN feedback. No reasonable choice of aperture can reconcile the observed trend

with the REF model.
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Star-forming fraction

In figure 2.12, the fraction of the BCGs that are currently forming stars at an ap-

preciable rate (SFR > 3 M� yr−1) as a function of system mass is plotted for the

various simulations. They are compared to the observations of the BCGs of both X-

ray-selected groups and clusters (from the National Optical Astronomy Observatory

Fundamental Plane Survey (NFPS); Smith et al. 2004) and optically-selected groups

and clusters from the SDSS Data Release 3 (DR3) C4 cluster catalogue (Miller et al.,

2005) by Edwards et al. (2007) (black dashed lines). The thick solid, thin dotted and

dot-dashed curves represent the median relations for the simulations when respectively

a 10, 20 and 30 kpc aperture is used to define the BCG.

Edwards et al. (2007) find that the star-forming fraction of BCGs (i.e. those with de-

tectable optical line emission, corresponding to an SFR threshold of a few solar masses

per year) is approximately independent of system mass. The spectroscopic measure-

ments are made within 2 or 3 arcsecond fibres, which at the typical redshifts of the

NFPS and C4 samples corresponds to an aperture of a few kpc across. When the star-

forming fraction is computed in a similar aperture (solid thick curve in figure 2.12),

a similar trend and normalisation to the observed one are found for the models that

include AGN feedback. The REF model, which only includes stellar feedback, fails to

suppress the central cooling flows and their induced star formation in BCGs. However,

as demonstrated by the dotted and dot-dashed curves, when the aperture is expanded,

the star-forming fraction begins to rise with halo mass. Although unaware of any ob-

servations that show that such large-scale star formation does not exist in general in

real BCGs, this trend is suspected to be at least partly numerical in origin. Specifically,

the maximum past temperature (the simulation code tracks this quantity for each par-

ticle over all time steps) of star-forming gas and recently-formed star particles (those

formed within the past Gyr) within the annulus 10 kpc < r ≤ 30 kpc centred on the

BCG have been examined. The vast majority of the particles have a maximum past

temperature of just below 105.0 K, corresponding to the temperature floor imposed by

UV/X-ray photoheating in the simulations, with a further contribution from gas with a

maximum past temperature between 105.5 K and 106.0 K and a negligible contribution
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Figure 2.12: Fraction of the BCGs that are currently forming stars at an appreciable rate
(SFR > 3 M� yr−1) as a function of M500,hse. The black dashed lines correspond to the ob-
servational results of Edwards et al. (2007). The thick solid, thin dotted and dot-dashed curves
(orange, blue, green and magenta) represent the median relations for the different simulations
in 10, 20 and 30 kpc apertures, respectively. The observed star-forming fraction is roughly
reproduced in the AGN models when measured approximately within an observed aperture.
However, the star-forming fraction increases with halo mass when the aperture is enlarged.

from gas with a maximum past temperature between 106.5 K and 107.5 K. In short,

the recent extended star formation is being driven by gas that was never part of the hot

ICM. Instead, the gas was stripped by orbiting satellites (e.g. Puchwein et al. 2010) and

the reason why more massive clusters are more likely to have extended star formation

is simply because there are more satellites to deposit cold gas in this fashion. However,

this extended star formation may be numerical in origin, as it is known that standard
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SPH inherently suppresses mixing through, for instance, the Kelvin–Helmholtz insta-

bility (e.g. Agertz et al. 2007; Mitchell et al. 2009), which might otherwise dissolve

the cold gas clumps.

Colour

In figure 2.13, the z = 0 distribution of the J − K BCG colours is plotted for the

various simulations and compared to the observations from the X-ray-selected rich

galaxy clusters of Stott et al. (2008). The J − K colours of Stott et al. (2008) are

observer-frame colours. In order to reliably compare with the simulation rest-frame

colours at z = 0, the observed colours have been K-corrected to the z = 0 rest-frame

using the CALC KCOR IDL routine, which is based upon the analytical approxima-

tion of Chilingarian, Melchior & Zolotukhin (2010) and Chilingarian & Zolotukhin

(2012). In addition, as Stott et al. (2008) have selected BCGs whose host clusters have

LX > 1044 erg s−1, only the BCGs with M500,hse ≥ 1014 M� (which roughly corre-

sponds to LX = 1044 erg s−1 according to figure 2.1) were used. The benefit of using

J −K is that it is relatively insensitive to dust attenuation as well as to ‘frosting’ due

to recent low levels of star formation (since it is probing mainly old main sequence

stars).

Surprisingly, all the models produce BCGs with J −K colours that are too blue com-

pared to the observations of Stott et al. (2008), by about 0.15 dex on average in the

case of the AGN models. One possible reason for this discrepancy is that the simulated

BCGs may have unrealistically low metallicities. Indeed, McCarthy et al. (2010) found

that the central galaxies of simulated groups in OWLS had too low metallicity by about

0.5 dex (this holds true here as well). As discussed by McCarthy et al., this could plau-

sibly be explained by the adoption of nucleosynthetic yields and/or SNIa rates in the

simulations that are too low. Both were chosen based on empirical constraints but have

uncertainties at the factor of 2 level each (Wiersma et al. 2009). Boosting the metal-

licity of the star particles by factors of two and three (in post-processing) has therefore

been tried for the AGN 8.0 model when computing the J −K colours. (Note that it is
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Figure 2.13: Distribution of BCG rest-frame J − K colour at z = 0. The thick solid his-
tograms (orange, blue, green and magenta) are for the different simulations while the black one
corresponds to the observational data of Stott et al. (2008) with z ≤ 0.25. The blue dashed
histogram corresponds to the AGN 8.0 model when the metallicity of each of the star particles
is doubled. All models produce BCGs with J − K colours that are too blue, signalling that
the empirical nucleosynthetic yields and/or the SNIa rates adopted in the simulations may be
somewhat too low.

the high metallicity of the BCGs in the REF model which makes them somewhat redder

than the BCGs in the AGN models, in spite of their higher star formation rates – but

as shown by McCarthy et al. 2010, the REF model BCGs have too high metallicities

compared to observations.) This indeed reduces the level of disagreement: when the

stellar metallicities are doubled (blue dashed line), the colours are too blue by≈ 0.075

dex on average (i.e. the level of disagreement is halved); while when they are tripled,
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the peaks of the observed and simulated distributions are roughly in the same position

(i.e. the average discrepancy has nearly disappeared), but the observed distribution has

a larger tail towards red colours.

It is unclear what the origin of the remaining discrepancy (the tail towards redder

colours) is. A variety of stellar population synthesis models have been experimented

using the online tool EzGal6. Conservatively adopting simple stellar populations, one

is unable to produce rest-frame J −K colours & 1.0 for even fairly extreme choices

of the formation redshift (e.g. zf = 5) and super-solar metallicities (Z = 1.5 Z�).

This suggests that either there is a systematic error inherent to current stellar popula-

tion synthesis models and/or there is an issue with the observed colours. One possible

cause of redder colours could be relatively large amounts of dust either in the BCG

itself or along the line of sight, which have not been accounted for.

It is worth noting that the colours have been computed using 30 kpc apertures, which

contain extended star formation (see figure 2.12) but reducing the aperture size (to

both 10 and 20 kpc) cannot explain the discrepancy. It only shifts the maximum of the

distribution by no more than ∼ 0.03 dex and does not seem to affect the position of its

peak (note that J −K is generally insensitive to recent star formation).

2.5.3 Black hole scalings

In the left panel of figure 2.14, the relation between the mass of the BCG central

supermassive BH and M500 is plotted for the various simulations which include AGN

feedback and compared to the observations of individual strong gravitational lenses of

Bandara, Crampton & Simard (2009). As their mass measurements (theirM200 masses

have been converted into M500 assuming an NFW profile with a concentration of 4,

which yields M500 ≈ 0.69M200) come from strong lensing, the true M500 are used for

the simulated systems for this comparison. In the right panel of figure 2.14, the mass

of the BCG’s central supermassive black hole as a function of the one-dimensional

BCG velocity dispersion in a 30 kpc aperture is plotted for the various simulations and

6http://www.baryons.org/ezgal/
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Figure 2.14: Mass of the central supermassive black hole as a function ofM500 (left) and of the
root mean square one-dimensional stellar velocity dispersion of the BCG in a 30 kpc aperture
(right). The filled black circles and squares with error bars correspond to the observational
data of McConnell & Ma (2013) and Bandara, Crampton & Simard (2009), respectively. The
coloured solid curves represent the median central supermassive black hole mass in bins of
M500 or stellar velocity dispersion for the different simulations and the blue shaded region
encloses 68 per cent of the simulated systems for the AGN 8.0 model. The AGN models broadly
reproduce the normalisation of the observed black hole scaling relations.

compared to the recent compilation of the properties of 72 central black holes and their

host galaxies of McConnell & Ma (2013).

Both relations are reasonably reproduced by the three AGN feedback models consid-

ered here. The fact that the normalisations of the BH scaling relations are well repro-

duced is not too surprising, as the efficiency of the feedback ε was tuned by Booth &

Schaye (2009) roughly to match the normalization ofmBH−mhalo relation at z = 0 as

well as the present-time cosmic BH density (see also Appendix A). They also showed

that the simulations roughly reproduce the normalisation of the z = 0 relations be-

tween BH mass, stellar mass and velocity dispersion. It was nevertheless worth check-

ing that the calibration which was done using smaller simulations (up to 100 h−1 Mpc)

with higher mass resolution (up to 8 times higher) remains valid for simulations with

larger volume and lower mass resolution. This shows that supermassive BHs are still

able to regulate their growth even though the simulation volume has been increased

and the mass resolution decreased. Finally, the fact that the three AGN models yield
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similar scaling relations means that the heating temperature has not been increased

beyond the value at which the supermassive BHs are no longer able to regulate their

growth, because the time between heating events exceeds the Salpeter time-scale for

Eddington-limited accretion (see Booth & Schaye 2009).

Note that there is an hint of a difference in the slopes of the observed and simulated

trends in the right panel of figure 2.14. It is unclear whether this difference is real or

not, as a full observational selection and analysis of the simulated systems have not

been mimicked. Furthermore, the observed velocity dispersion is generally measured

on smaller scales (e.g. inside the galaxy’s half-light radius) than can be reliably done

with the current simulations, due to their limited resolution.

2.6 Summary and Discussion

A new suite of large volume (400 h−1 Mpc on a side) cosmological hydrodynamical

simulations (called cosmo-OWLS, an extension to the OverWhelmingly Large Sim-

ulations project; Schaye et al. 2010) which has been specifically designed to aid our

understanding of galaxy cluster astrophysics and thereby attempt to minimise the main

systematic error in using clusters as probes of cosmology was presented. Five differ-

ent physical models have been investigated: a non-radiative model (NOCOOL), a model

which includes metal-dependent radiative cooling, star formation and stellar feedback

(REF) and three models which further include AGN feedback with increasing heating

temperatures (from AGN 8.0 with ∆Theat = 108 K to AGN 8.7 with ∆Theat = 108.7 K

through AGN 8.5 with ∆Theat = 108.5 K).

In this first Chapter, detailed comparisons to the observed X-ray, Sunyaev–Zel’dovich

effect, optical, and central supermassive black hole properties of local groups and

clusters have been made. In order to make like-with-like comparisons, synthetic ob-

servations have been produced and observational analysis techniques mimicked. For

instance, not only X-ray spectra have been computed for each of the simulated sys-

tems and single-temperature plasma models have been fitted to them in order to obtain



2.6. Summary and Discussion 60

metallicity, temperature and density profiles, but also a hydrostatic mass analysis was

conducted using the best-fitting temperature and density profiles and the functional

forms of Vikhlinin et al. (2006). From these comparisons, one can conclude the fol-

lowing:

1. AGN feedback is essential for reproducing the strong trend in the observed gas

fractions with halo mass (figure 2.3) and the high total mass-to-light ratios (i.e.

low star formation efficiencies) of groups and clusters (figure 2.10). All the

models consistently predict a weak dependence of the star formation efficiency

on halo mass, in accordance with the trends observed by Budzynski et al. (2014)

(see also Leauthaud et al. 2012) but significantly shallower than the trend derived

by Gonzalez et al. (2013).

2. In the Planck cosmology, the fiducial AGN model (AGN 8.0) reproduces the

global hot gas properties over approximately two orders of magnitude in halo

mass (1013 M� . M500 . 1015 M�), including the observed luminosity–mass,

mass–temperature, fgas–mass, YX–mass, and SZ flux–mass trends (figures 2.1 to

2.4 and 2.9, respectively). For the first time, the simulations also broadly repro-

duce the observed scatter. Higher AGN heating temperatures (leading to more

violent, bursty feedback when using the OWLS implementation of AGN feed-

back) lead to under-luminous (and slightly overheated) and under-dense clusters

with lower-than-observed SZ fluxes, although this can be mitigated to an ex-

tent by appealing to a higher universal baryon fraction (e.g. as in the WMAP7

cosmology).

3. Contrary to previous claims, the SZ flux (figure 2.9) and its X-ray analogue YX

(figure 2.4) are found to be sensitive to baryonic physics. In particular, gas ejec-

tion by AGN can significantly reduce both quantities (the corresponding increase

in temperature resulting from the ejection of low-entropy gas is not sufficient to

compensate for the lower gas density if large quantities of gas are ejected). This

serves as a warning against blindly applying YX , SZ flux, and gas mass (fraction)

scalings to low halo masses (M500 . 1014 M�) and/or high redshifts without an
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independent mass check.

4. The fiducial AGN model reproduces not only the global hot gas properties over

two decades in mass, but also the observed density and entropy (and therefore

also temperature and pressure) radial distributions of the ICM over 1.5 decades

in radius, from 0.05 . r/r500 . 1.5, over this mass range (figures 2.5 to 2.7).

To our knowledge, this is the first time a cosmological hydrodynamical simula-

tion has reproduced the detailed radial distribution of the hot gas, including the

central regions.

5. The fiducial AGN model also reproduces the observed large scatter in the central

density distribution of the hot gas. Interestingly, the central gas density shows

no evidence for significant bimodality (figure 2.8).

6. AGN feedback is essential not only to lower the overall star formation efficien-

cies of groups and clusters, but also to reduce the dominance of the brightest

cluster galaxy (BCG) with respect to the satellite population, and to prevent sig-

nificant present-day star formation (figures 2.10 to 2.12).

7. While successfully shutting off cooling in the very central regions of the BCG in

accordance with observations, the simulated BCGs have low levels of spatially-

extended star formation (figure 2.12), which is being driven by recently de-

posited cold gas (ISM) from ram pressure-stripped satellite galaxies. This trend

may be at least partly numerical in origin, due to suppression of mixing (e.g. via

the Kelvin–Helmholtz instability) in standard SPH.

8. The simulated BCGs, while having approximately the correct stellar mass and

central star-forming fraction, are too blue in J − K (by about 0.15 dex on av-

erage; figure 2.13) compared to observed local BCGs (Stott et al. 2008). This

discrepancy may be due to adopting incorrect yields and/or SNIa rates in the

simulations (which are based on empirical constraints that have uncertainties at

the factor of ≈ 2 level). Tripling the stellar metallicities for the AGN 8.0 model

brings the position of the peak of the distribution into agreement with the peak

of the observed distribution.
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9. The simulations broadly reproduce the observed black hole mass – halo mass

– velocity dispersion relations (figure 2.14). The feedback efficiency was cali-

brated by Booth & Schaye (2009) to approximately match the normalisation of

these relations in higher resolution simulations and at lower halo masses. The

agreement is shown here to continue to hold at much larger masses and some-

what lower resolution. Neither the black hole feedback efficiency nor the accre-

tion model were tuned in any way to reproduce the properties of galaxy groups

and clusters.

The success of the fiducial AGN model in reproducing the detailed hot gas properties

over 1.5 decades in radius and the global hot gas and global optical properties over two

decades in halo mass, as well as the system-to-system scatter in the X-ray/SZ prop-

erties, is an important step forward. The production of reasonably realistic simulated

populations, as well as models that bracket the observations, opens the door to produc-

ing synthetic cluster surveys to aid the astrophysical and cosmological interpretation

of up-coming/on-going cluster surveys and to help quantify the important effects of

observational selection. cosmo-OWLS is being used for precisely this purpose (see

Chapters 4, 5 and 6).

The predicted hot gas and stellar properties are highly model dependent. Indeed, even

for a fixed sub-grid AGN feedback efficiency, i.e. for models that inject a fixed amount

of energy per unit of accreted gas mass, the effective efficiency of the AGN feedback

is sensitive to the way in which the energy is injected. A higher heating temperature,

which corresponds to less frequent but more energetic outbursts, results in more effi-

cient feedback. As discussed in Section 2.2.1, it was anticipated that using increased

heating temperatures may be necessary to avoid overcooling in the most massive clus-

ters, where Tvir ∼ 108 K. However, increasing the heating temperature had a large

effect on the progenitors of these (massive galaxies and low-mass groups at z ∼ 2)

which in turn had important knock-on effects for the z = 0 population of massive clus-

ters (most importantly significantly reduced gas fractions). The complicated merger

history of clusters makes it difficult to anticipate these results. In any case, the demon-

strated sensitivity to model parameters means that the models must continue to be
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challenged with new observables (e.g. detailed properties of the satellite galaxy pop-

ulation, which have not been explored here) and over a wider range of masses and

redshifts than has been considered here. In addition, quantitative comparisons of the

simulations to the observations (rather than the rough ‘by eye’ evaluations presented

here) require careful consideration of observational selection effects, particularly in the

group regime.

From the comparisons made thus far (both here and in McCarthy et al. 2010, 2011),

the total mass-to-light ratio (star formation efficiency) appears to be the best discrim-

inator for distinguishing between the impact of different sources of feedback (stellar

feedback versus AGN). However, the detailed hot gas properties are more sensitive to

the nature of the AGN feedback than are the stellar properties or BH scaling relations.

In particular, given that the fiducial model reproduces the observations significantly

better than models with higher heating temperatures, this suggests that the AGN feed-

back mechanism in real clusters is/was similarly violent and bursty as in this model.

An independent test of the models will therefore be to compare to the demographics

of the observed AGN population (e.g. ‘radio’ versus ‘quasar’ mode duty cycles and

luminosity functions and their dependencies on redshift and environment).



Chapter 3

Scatter and evolution of the hot gas

properties of a realistic population of

simulated galaxy clusters

This Chapter uses the results of the cluster analysis code developed by Ian McCarthy

for Chapter 2. Ian McCarthy also provided the best-fitting temperature dependence

of the cooling function Λ for the soft X-ray band. Amandine Le Brun fitted the scal-

ing relations, computed the self-similar expectations and gathered the observational

constraints on scatter.

3.1 Introduction

Galaxy clusters have long been proposed as tools for measuring fundamental cosmo-

logical parameters, such as the overall matter density of the universe, the amplitude of

the matter power spectrum, as well as the evolution of dark energy (for recent reviews,

see Voit 2005; Allen, Evrard & Mantz 2011; Kravtsov & Borgani 2012; Weinberg et al.

2013). However, they can only be used as probes of cosmology (and galaxy formation

physics alike), if the observations and their processing meet a few key requirements

64
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(e.g. Allen, Evrard & Mantz 2011; Pierre et al. 2011): (i) the cluster masses must be

accurately deduced from the observed cluster physical properties, (ii) the scatter and

covariance of the adopted mass–observable relation must be properly included in the

cosmological modelling, and (iii) a detailed knowledge of the selection function of the

survey is necessary. Over the past two decades, it has become commonplace to use

models and/or simulations to calibrate mass–observable relations and assess their scat-

ter and biases (e.g. Kravtsov, Vikhlinin & Nagai 2006; Nagai, Vikhlinin & Kravtsov

2007). (Little attention has been devoted to the important issue of selection so far,

however.)

The ongoing and upcoming galaxy cluster surveys, such as eRosita (Merloni et al.

2012), Euclid (Laureijs et al. 2011), XXL (Pierre et al. 2011), XCS (Romer et al.

2001) and the Dark Energy Survey (The Dark Energy Survey Collaboration 2005)

have now transitioned into the ‘era of precision cosmology’ due to their increased size

and depth. The limiting systematics are now due to our partial knowledge of galaxy

formation physics and the impact of selection effects. Additional progress will come

from the confrontation of increasingly realistic synthetic surveys with the observations.

Since Chapter 2 has demonstrated that the simulations that include AGN feedback have

produced a realistic population of galaxy groups and clusters, which roughly reproduce

the median trend and scatter of a wide range of observed low-redshift physical proper-

ties, this Chapter will conduct a study of the scatter and evolution of the hot gas prop-

erties of galaxy groups and clusters as a function of the important non-gravitational

physics of galaxy formation using a state-of-the-art large-volume cosmological hy-

drodynamical simulation. This Chapter is organised as follows. The cosmo-OWLS

simulation suite used here is briefly introduced in Section 3.2 and the self-similar the-

ory is summarised in Section 3.3. The fitting procedures used for the mass–observable

scaling relations and the scatter about them are then presented in Section 3.4, followed

by the evolution of the mass slopes of the mass–observables in Section 3.5 and of the

normalisation in Section 3.6, as well as by an investigation of the scatter about the

median scaling relations in Section 3.7. Finally, the main findings are discussed and

summarised in Section 3.8.
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Throughout the Chapter, masses, luminosities, temperatures, integrated Sunyaev–Zel’do-

vich signal and X-ray analogues of the integrated Sunyaev–Zel’dovich signal are quoted

in physical M�, erg s−1, keV, Mpc2 and M� keV, respectively; ln denotes natural log-

arithm, while log10 corresponds to decimal logarithm.

3.2 Simulations

Four of the physical models from the cosmo-OWLS suite of cosmological simulations

described in detail in Chapter 2 (see also McCarthy et al. 2014; van Daalen et al. 2014;

Velliscig et al. 2014) are employed. The reasons for keeping only four of the mod-

els (NOCOOL, REF, AGN 8.0 and 8.5) are mainly the following: (i) REF, AGN 8.0 and

8.5 were shown in Chapter 2 to be the most compatible with the gas properties of

low-redshift groups and clusters, whereas (ii) AGN 8.7 and NOCOOL are incompati-

ble with these observational constraints, but (iii) the latter is included as a baseline

model for the comparisons since its behaviour is expected to be close to self-similar.

The cosmo-OWLS simulations constitute an extension to the OverWhelmingly Large

Simulation project (OWLS; Schaye et al. 2010) which were conceived with cluster

cosmology in mind and consist of large volume (400 h−1 Mpc on a side) periodic box

simulations with 2 × 10243 particles with updated initial conditions derived from the

Planck data1 (Planck 2013 Results XVI) {Ωm, Ωb, ΩΛ, σ8, ns, h} = {0.3175, 0.0490,

0.6825, 0.834, 0.9624, 0.6711}. This yields dark matter and (initial) baryon particle

masses of ≈ 4.44× 109 h−1 M� and ≈ 8.12× 108 h−1 M�, respectively. The gravita-

tional softening of the runs presented here is fixed to 4 h−1 kpc (in physical coordinates

below z = 3 and in comoving coordinates at higher redshifts). Note that Nngb = 48

neighbouring particles are used for computing the physical quantities using smoothed

particle hydrodynamics (SPH) interpolation and the minimum SPH smoothing length

is set to one tenth of the gravitational softening. The extension to larger volumes is fun-

1Simulations using initial conditions derived from the 7-year Wilkinson Microwave Anisotropy Probe
(WMAP) data were also run. Only results from some of the Planck cosmology ones will be presented
here, but any notable differences with the equivalent runs in the WMAP7 cosmology will be commented
upon.
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damental for the present study as the original runs (which were 100 h−1 Mpc on a side

at most) were too small for being suited to a study of the (scatter and evolution of) the

physical properties of massive groups and clusters as they have very low space densi-

ties (systems with M500 & 1014 M� have a comoving space density of ∼ 10−5 Mpc−3;

e.g. Jenkins et al. 2001).

The simulations were carried out with a version of the Lagrangian TreePM-SPH code

GADGET3 (Springel 2005) and four of the five physical models presented in Chapter 2

were used:

• NOCOOL : A standard non-radiative model. It also includes net heating from

the Haardt & Madau (2001) X-ray and ultra-violet photoionising background,

whose effects on the intracluster medium (ICM) are negligible.

• REF : This model also includes prescriptions for metal-dependent radiative cool-

ing (Wiersma, Schaye & Smith 2009), star formation (Schaye & Dalla Vecchia

2008), stellar evolution, mass loss and chemical enrichment (Wiersma et al.

2009) and kinetic stellar feedback (Dalla Vecchia & Schaye 2008) from both

Type II and Ia supernovae and Asymptotic Giant Branch stars.

• AGN 8.0 and 8.5: They further include a prescription for supermassive black

hole growth (through both Eddington-limited Bondi–Hoyle–Lyttleton accretion

and mergers with other black holes) and AGN feedback (Booth & Schaye 2009,

which is a modified version of the model originally developed by Springel, Di

Matteo & Hernquist 2005). The black holes accumulate the feedback energy un-

til they can heat neighbouring gas particles by a pre-determined amount ∆Theat.

As in Booth & Schaye (2009), 1.5 per cent of the rest-mass energy of the gas

which is accreted on to the supermassive black holes is used for the feedback.

This results in a satisfactory match to the normalisation of the black hole scaling

relations (Booth & Schaye 2009; see also Section 2.5.3) which is independent of

the exact value of ∆Theat. The two AGN models used here only differ by their

value of ∆Theat, which is the most important parameter of the AGN feedback

model in terms of the gas-phase properties of the resulting simulated population
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of groups and clusters (McCarthy et al. 2011; see also Sections 2.3 and 2.4). It

is set to ∆Theat = 108 K for AGN 8.0 and ∆Theat = 3×108 K for AGN 8.5. Note

that since the same quantity of gas is being heated in these models, more time

is required for the black holes to accrete a sufficient amount of gas for heating

the adjacent gas to a higher temperature. Hence, increased heating temperatures

result into more episodic and more violent feedback episodes.

Table 3.1 provides a list of the runs used here and the sub-grid physics that they include.

Haloes are identified and their spherical overdensity masses are computed as described

in Subsection 2.2.2. The Sunyaev–Zel’dovich signal is characterised by the value of

its spherically integrated Compton parameter d2
AY500 = (σT/mec

2)
∫
PdV where dA

is the angular diameter distance, σT the Thomson cross-section, c the speed of light,

me the electron rest mass, P = nekBTe the electron pressure and the integration is

done over the sphere of radius r500.

Note that contrary to what was done in the previous Chapter, in this Chapter, true halo

masses (as opposed to halo masses computed under the assumption of hydrostatic equi-

librium) are used and that the X-ray luminosities, spectral temperatures, gas masses

and integrated Sunyaev–Zel’dovich signals were computed within the true r500 aper-

ture (as opposed to within r500,hse). Yet, the spectral temperatures and X-ray luminosi-

ties were computed using the synthetic X-ray methodology presented in Section 2.2.2.

The rationale behind these choices is that the aim is to elucidate the relations between

the hot gas observables and true halo mass, since those are useful for: (i) calibrat-

ing the mass–observable relations whose use is of paramount importance when doing

(precision) cosmology with galaxy clusters, and (ii) making large synthetic surveys

by applying template methods to large dark matter-only simulations (e.g. Bode et al.

2007; Sehgal et al. 2007, 2010).

These models have been compared to a wide range of observational data in both Chap-

ter 2 and McCarthy et al. (2014). In Chapter 2, the focus was on the comparison to low-

redshift properties such as X-ray luminosities and temperatures, gas mass fractions, en-

tropy and density profiles, integrated Sunyaev–Zel’dovich signal, I-band mass-to-light
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ratio, dominance of the brightest cluster galaxy and central black hole masses; reaching

the conclusion that the fiducial AGN model (AGN 8.0) can produce a realistic popu-

lation of galaxy groups and clusters, broadly reproducing both the median trend and,

for the first time, the scatter in physical properties over approximately two decades in

mass (1013 M� . M500 . 1015 M�) and 1.5 decades in radius (0.05 . r/r500 . 1.5);

whereas in McCarthy et al. (2014), the sensitivity of the thermal Sunyaev–Zel’dovich

power spectrum to important non-gravitational physics was explored and it was found

that while the signal on small and intermediate scales is highly sensitive to the included

galaxy formation physics, the signal on large scales is only mildly affected.
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3.3 Self-similar scalings

Although far too simple to capture all the complexities of galaxy cluster formation, the

self-similar model for cluster formation is useful as a baseline for the interpretation

of simulations and observations alike. It assumes that galaxy cluster properties and

their correlations are determined by gravity alone and that clusters are virialised. As

gravity is scale free, galaxy clusters are thus expected to be self-similar in the absence

of important non-gravitational physical processes, that is, that all galaxy cluster prop-

erties only depend upon the cluster mass, and more massive galaxy clusters are scaled

versions of less massive ones with a scaling factor that depends only upon the mass

ratios2 (e.g. White & Rees 1978; Kaiser 1986; Voit 2005; Borgani & Kravtsov 2011;

Kravtsov & Borgani 2012). If one defines the cluster masses (denoted as M∆) as be-

ing the mass contained within a region that encloses a mean overdensity ∆ρcrit, then,

under the assumption of self-similarity, one can predict the redshift evolution (which

is in this case only due to the increasing mean density of the Universe) and the slope

of a given mass-observable relation. The redshift evolution comes from the evolution

of the critical density for closure:

ρcrit(z) ≡ 3H(z)2

8πG
= E(z)2 3H2

0

8πG
= E(z)2ρcrit(z = 0) (3.1)

where

E(z) ≡ H(z)

H0

=
√

Ωm(1 + z)3 + ΩΛ (3.2)

gives the redshift evolution of the Hubble parameter H(z) in a flat ΛCDM Universe.

For instance, since

M∆ ∝ ∆ρcrit(z)r3
∆ (3.3)

by definition, the cluster size will scale as

r∆ ∝M
1/3
∆ E(z)−2/3. (3.4)

2Yet, even in the dark matter only case, haloes are already not strictly self-similar as lower mass
haloes, which collapsed at earlier times, are more concentrated.
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Gas is heated by gravitational infall into the cluster potential well, eventually settling

and achieving virial equilibrium within that potential (as explained in e.g. Voit 2005

and Borgani & Kravtsov 2011). The gas is then expected to have a temperature close

to the virial temperature:

kBT∆ ≡
1

2
Φ =

GM∆µmp

2r∆

(3.5)

where kB is the Boltzmann constant and µ is the mean molecular weight. Thus,

the self-similar temperature–total mass relation can be obtained by combining equa-

tions (3.4) and (3.5) and is as follows

T∆ ∝M
2/3
∆ E(z)2/3. (3.6)

Similarly, the bolometric X-ray emission of massive clusters is dominated by ther-

mal bremsstrahlung, implying that their bolometric X-ray luminosity scales as LbolX ∝

ρ2Λ(T )r3
∆ ∝ ρ2T 1/2r3

∆ as the cooling function Λ(T ) ∝ T 1/2 in the bolometric case

(e.g. Sarazin 1986; Peterson & Fabian 2006), which combined with equations (3.4)

and (3.6) gives the self-similar bolometric X-ray luminosity–total mass and bolomet-

ric X-ray luminosity–temperature relations:

LbolX,∆ ∝M
4/3
∆ E(z)7/3 (3.7)

and

LbolX,∆ ∝ T 2
∆E(z). (3.8)

However, what is measured by X-ray observations is the X-ray luminosity in a rela-

tively narrow observer frame band (usually the soft X-ray 0.5–2.0 keV band) which

is then converted into the X-ray luminosity in the same band for the rest-frame of the

source. Hence, the soft X-ray luminosity has been computed in the 0.5–2.0 keV rest-

frame band for the simulated groups and clusters. As the temperature dependence of

the cooling function depends on the energy band considered (but not metallicity de-

pendent for X-ray emitting hot gas), Λ(T, Z) has been computed for the rest-frame
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0.5–2.0 keV band and metallicity equal to one third of solar3 using the Astrophysical

Plasma Emission Code (APEC; Smith et al. 2001) with updated atomic data and cal-

culations from the AtomDB v2.0.2 (Foster et al. 2012), a temperature power-law was

fitted to it and Λ ∝ T∼−1/4 was obtained. The soft X-ray luminosity thus scales as

LsoftX ∝ ρ2Λ(T, Z)r3
∆ ∝ ρ2T∼−1/4r3

∆, which combined with equations (3.4) and (3.6)

gives the self-similar soft X-ray luminosity–total mass and soft X-ray luminosity–

temperature relations:

LsoftX,∆ ∝M
5/6
∆ E(z)11/6 (3.9)

and

LsoftX,∆ ∝ T
5/4
∆ E(z). (3.10)

Hereafter, the soft X-ray luminosity LsoftX will be simply denoted as LX .

Finally, YSZ,∆ ∝ YX,∆ ≡Mgas,∆T∆ ∝M∆T∆ assuming a constant gas fraction. Thus,

the self-similar integrated Sunyaev–Zel’dovich signal–total mass and X-ray analogue

of the integrated Sunyaev–Zel’dovich signal–total mass relations follow from equa-

tion (3.6):

YX/SZ,∆ ∝M
5/3
∆ E(z)2/3. (3.11)

With the launch of the first X-ray telescopes, such as the Einstein Observatory, EX-

OSAT and ROSAT, in the 1980s-1990s, it was quickly realised that the results of

the self-similar model were incompatible with the observations of, among others, the

X-ray luminosity–temperature relation (e.g. Mushotzky 1984; Edge & Stewart 1991;

Markevitch 1998; Arnaud & Evrard 1999; Lumb et al. 2004; Osmond & Ponman 2004;

Pratt et al. 2009; Hilton et al. 2012), which was found to be significantly steeper than

the self-similar expectation (LX ∝ Tα with α ' 2.5 − 3 for clusters and likely even

steeper for groups). It led to the obvious conclusion that some non-gravitational pro-

cesses, most likely connected to galaxy formation, must be breaking the self-similarity

by introducing some physical scales (see for instance Evrard & Henry 1991; Kaiser

1991 for the first solutions proposed to this puzzle). What is still less clear is how

strongly the evolution of the properties of ‘real’ clusters deviate from the self-similar

3The same result was obtained for Z = 0 Z� and Z = Z�.
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prediction, as well as whether or not the self-similarity in mass still holds at higher

redshift. Furthermore, how selection effects impact the evolution and slope of the in-

ferred scaling relations is still mostly unknown (see e.g. Stanek et al. 2006; Pacaud

et al. 2007; Nord et al. 2008 for first attempts at quantifying the repercussions of se-

lection effects on scaling relations). For these reasons, self-similar evolution is still

commonly adopted in cosmological analyses (e.g. Allen et al. 2008; Vikhlinin et al.

2009b; Planck 2013 Results XX; Mantz et al. 2014).

3.4 Fitting of relations

In order to obtain a value for the median observable and the scatter at fixed total mass

about the median relation as a function of total mass and redshift as well as simple

functional forms for their total mass and redshift dependencies (which are extremely

useful for both calibrating observable–mass relation and for using them as templates

for making large synthetic surveys from dark matter only simulations), log-normal dis-

tributions were fitted in a few mass bins at several redshifts. Specifically, for each of the

scaling relations studied here (i.e. T −M , LX−M , Mgas−M , YX−M and YSZ−M )

and each of the physical models presented in Section 3.2, the median scaling relations

at nine different redshifts (z = 0, 0.125, 0.25, 0.375, 0.5, 0.75, 1.0, 1.25 and 1.5) were

obtained by fitting a spline to the median observable–total mass relation computed in

ten equally logarithmically spaced mass bins in the range 13.0 ≤ log10M500 ≤ 15.5.

The best-fitting spline is used to factor out the median relation when fitting a log-

normal distribution to the distribution of Y (hereafter Y denotes one of T , LX , Mgas,

YX and YSZ) in four bins of M500 (chosen to be 13.0 ≤ log10[M500(M�)] < 13.5,

13.5 ≤ log10[M500(M�)] < 14.0, 14.0 ≤ log10[M500(M�)] < 14.5 and 14.5 ≤

log10[M500(M�)] < 15.5; hereafter denoted as mass bin j with j going from 1 to

4). More specifically, in each of the four mass bins j, a log-normal distribution is fitted

to the histogram of Y/Yspline where Yspline is the value of Y obtained for M500 using
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the best-fitting spline, which is of the following form:

P (X) =
binsize

X
√

2πσ2
exp

(
−(lnX − µ)2

2σ2

)
, (3.12)

with µ kept fixed to 0 (i.e. the central value of the histogram of lnY is imposed to be

equal to the value of Yspline corresponding to the median value of M500 in mass bin

j) using the MPFIT least-square minimisation package in IDL (Markwardt 2009). The

binsize prefactor is needed for turning the log-normal probability distribution function

into an histogram whose bin width is equal to binsize. In order to limit the impact of

potential outliers when setting the binsize parameter for each pair of scaling relation

and mass bin, it is taken to be equal to the range of Y/Yspline values that includes 90 per

cent of the simulated systems contained in the mass bin divided by ten. The root mean

square dispersion about the median scaling relation in mass bin j was also computed

as a function of mass and redshift, and was defined as follows:

σj,rms(z) =

√∑Nj

i=1 (lnYi(z)− lnYspline,i(z))2

Nj(z)
(3.13)

where Nj(z) is the number of systems in mass bin j at redshift z and Yspline,i(z) is

the value of Y (z) obtained for M500,i(z) using the best-fitting spline. Since the trends

obtained using the root mean square dispersion are nearly identical to the ones ob-

tained with the log-normal scatter (the only noticeable difference is that the root mean

square dispersion tends to be slightly bigger than the log-normal scatter at fixed phys-

ical model, scaling relation, mass and redshift), in the remainder of the Chapter, only

the results obtained for the log-normal scatter are presented.

From the above procedure, a median scaling relation and the log-normal scatter about

it (in the observable at fixed mass) are obtained for each pair of scaling relations and

physical models as a function of mass and redshift. An evolving power-law of the

form:

Y = 10AE(z)α
(

M500

1014 M�

)β
, (3.14)
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an evolving broken power-law of the form:

Y = 10A
′
E(z)α

′
(

M500

1014 M�

)ε′
(3.15)

where

ε′ =

β
′ if M500 ≤ 1014 M�

γ′ if M500 > 1014 M�,
(3.16)

and finally an evolving broken power-law with a redshift dependent low-mass power-

law index of the form:

Y = 10A
′′
E(z)α

′′
(

M500

1014 M�

)ε′′
(3.17)

where

ε′′ =

β
′′ + δ′′E(z) if M500 ≤ 1014 M�

γ′′ if M500 > 1014 M�
(3.18)

can then be fitted to the median relation and the log-normal scatter about it as a function

of both mass and redshift. The fitting is done using an ordinary least-square minimisa-

tion procedure. Note that here χ2 is defined as

χ2 ≡
Nbin∑
i=1

(Yi − Ybf,i)2 (3.19)

where Ybf,i is given by one of the following equations: (3.14), or (3.15) or (3.17); as

no errors can straightforwardly be assigned to the variables4. For the same reason, no

errors are quoted for the best-fitting parameters. The results of the evolving power-

law and broken power-law with an evolving low-mass power-law index fitting for the

AGN 8.0 simulation are presented in Tables 3.2 and 3.3, respectively5. Hereafter, β, ε′

and ε′′ are called mass slope.

4Therefore, the values of χ2 should only be used to compare the respective quality of the fits for the
evolving power law and broken power-law models at fixed scaling relation and physical model, as their
differences and/or ratios are otherwise meaningless.

5The results for the other simulations are given in Appendix C.
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Self-similar theory predicts that all the scaling relations should be described by evolv-

ing power-laws of the form given by equation (3.14). However, it is well-known that

most of the observed scaling relations in the local Universe show deviations from a

single power-law and are ill-described by evolving power-laws. In fact, even evolving

broken power-laws (as in equation 3.15) do not fully encapsulate the evolution of our

simulated clusters as figure 3.1 shows. The fact that only the low-mass power-law in-

dex depends upon redshift, as well as the functional form for its redshift dependence,

were inferred empirically by looking at the redshift dependencies of β′ and γ′ (see

figure 3.3 and corresponding text). Note that in all three cases (evolving power-law

given by equation 3.14, evolving broken power-law given by equation 3.15 and evolv-

ing broken power-law with redshift dependent low-mass power-law index given by

equation 3.17), the total mass pivot point was not fitted for, but rather held fixed to

1014 M�. There were two main reasons for this: all the scaling relations seem to break

at M500 ∼ 1014 M� for all the radiative models, and having a fixed pivot point renders

comparisons between physical models and fitting formulae straightforward.

It is worth mentioning that the redshift dependencies of the median relations, of the

scatter about them and of the low-mass power-law index were also modelled using

powers of 1 + z instead of E(z) in equations (3.14), (3.15) and (3.17) as is sometimes

done in the literature for simulations and observations alike (e.g. Ettori et al. 2004;

Maughan et al. 2006; Kay et al. 2007; Sehgal et al. 2011; Lin et al. 2012) but this

generally leads to poorer fits (especially in the evolving power-law case) and is less

straightforwardly compared to self-similar expectations. For these reasons, the results

obtained using powers of 1 + z will not be discussed any further.

Figure 3.1 shows the reconstruction of the scaling relations at various redshifts for

two of the variables studied here: namely, the gas mass (left panel) and the soft X-

ray luminosity (right panel), which are two representative variables. On each sub-

panel, the black dots correspond to the individual simulated groups and clusters with

log10[M500(M�)] ≥ 13.0 taken from the AGN 8.0 model, the solid blue, green and red

lines respectively correspond to the best-fitting evolving power-law (given by equa-

tion 3.14), broken power-law (given by equation 3.15) and broken power-law with a
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redshift dependent low-mass power-law index (given by equation 3.17) to the median

gas mass (left panel) or soft X-ray luminosity (right panel) in bins of mass and redshift

and the dashed red lines correspond to the best-fitting evolving broken power-law with

a redshift dependent low-mass power-law index to the log-normal scatter in bins of

mass and redshift. For both observables and for z ≤ 1.5, the median relations and the

scatter about them are reasonably well modelled by evolving broken power-laws with

redshift dependent low-mass power-law indices of the form given by equation (3.17),

whereas power-laws and broken power-laws of the form given by equations (3.14)

and (3.15) fail to reproduce the median relations especially at the low-mass end.
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3.5 Evolution of mass slope

In the context of the self-similar evolution theory, no evolution of the mass slope is

expected. It is supposed to be a constant number which can be predicted using only

Newtonian gravity and the assumption that the gas is in virial equilibrium (see Sec-

tion 3.3). Any evolution or deviation at any redshift from the predicted mass slope

signals that either some non-gravitational physics is at play, or that the gas is not viri-

alised (or both).

Figures 3.2 and 3.3 show the evolution of the mass slopes from z = 0 to z = 1.5

for the total mass–temperature (for both mass-weighted and X-ray temperature), X-

ray luminosity–total mass, gas mass–total mass, X-ray analogue of the integrated

Sunyaev–Zel’dovich signal–total mass and the integrated Sunyaev–Zel’dovich signal–

total mass scaling relations (from top left to bottom right) for each of the four physical

models. In figure 3.2, the redshift evolution of the best-fitting power-law indices ob-

tained by fitting the power-law given by equation (3.14) with the E(z) factor removed

to the median relations at fixed redshift are plotted with the solid curves (red, orange,

blue and green) corresponding to the different simulations and the horizontal dashed

lines to the self-similar expectation. In figure 3.3, the redshift evolutions of the low-

mass (left panel) and high-mass (right panel) best-fitting power-law indices obtained

by fitting the broken power-law given by equation (3.15) with the E(z) factor removed

to the median relations at fixed redshift are plotted with the solid curves (red, orange,

blue and green) corresponding to the different simulations and the horizontal dashed

lines to the self-similar expectation.

The mass–X-ray temperature relation is slightly shallower than the self-similar expec-

tation for the mass slope of 2/3 (see equation 3.6) for all the models. This result is

mostly independent of redshift and mass, but depends upon the ICM physics: as the

AGN feedback intensity is increased, the slope gets progressively steeper, particularly

at the low-mass end. This is probably due to the spectral fitting procedure used for

computing the X-ray temperature as the values of the mass slope are closer to the

self-similar expectation for the non-core-excised mass-weighted temperature as can be
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Figure 3.2: Evolution of the mass slope from z = 0 to z = 1.5 for the the mass–temperature
(for both mass-weighted and X-ray temperature), soft X-ray luminosity–total mass, gas mass–
total mass, X-ray analogue of the integrated Sunyaev–Zel’dovich signal–total mass and the in-
tegrated Sunyaev–Zel’dovich signal–total mass scaling relations (from top left to bottom right).
In each panel, the redshift evolution of the best-fitting power-law indices obtained by fitting the
power-law given by equation (3.14) with the E(z) factor removed to the median relations at
fixed redshift is plotted. The solid curves (red, orange, blue and green) correspond to the dif-
ferent simulations and the horizontal dashed lines to the self-similar expectation, respectively.
With the exception of the X-ray temperature and the soft X-ray luminosity, the non-radiative
(NOCOOL) model and the model that neglects AGN feedback altogether (REF) are consistent
with being self-similar, whereas the models that include AGN feedback significantly deviate
from self-similarity and the amplitude of the deviation increases with increasing intensity of
the AGN feedback.
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Figure 3.3: Evolution of the mass slope from z = 0 to z = 1.5 for the total the mass–
temperature (for both mass-weighted and X-ray temperature), soft X-ray luminosity–total
mass, gas mass–total mass, X-ray analogue of the integrated Sunyaev–Zel’dovich signal–total
mass and the integrated Sunyaev–Zel’dovich signal–total mass scaling relations (from top left
to bottom right). In each subpanel, the redshift evolutions of the low-mass (left panel) and
high-mass (right panel) best-fitting power-law indices obtained by fitting the broken power-
law given by equation (3.15) with the E(z) factor removed to the median relations at fixed
redshift are plotted. The solid curves (red, orange, blue and green) correspond to the differ-
ent simulations and the horizontal dashed lines to the self-similar expectation, respectively.
With the exception of the X-ray temperature and the soft X-ray luminosity, for both the low-
mass and the high-mass slopes, the non-radiative (NOCOOL) model and the model that neglects
AGN feedback altogether (REF) are consistent with being self-similar, whereas the models that
include AGN feedback significantly deviate from self-similarity and the amplitude of the devi-
ation increases with increasing intensity of the AGN feedback. The main difference between
the two power-law indices at fixed scaling relation and physical model is that the low-mass one
displays a stronger redshift dependence. All these results are cosmology independent.
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seen on the top left panel of figure 3.2. Some of the deviation could also be due to

departures from virial equilibrium, including non-thermal pressure support.

The picture is not as clear-cut in the case of the soft X-ray luminosity–total mass

relation, for which the mass slope displays strong simultaneous redshift and non-

gravitational physics dependencies. When the self-similar prediction of 5/6 for soft

X-ray luminosity (see equation 3.9) is considered (which is the correct thing to do as

what is plotted here is the rest-frame soft X-ray luminosity), the non-radiative simu-

lation (NOCOOL) and the simulation which neglects AGN feedback altogether (REF)

have soft X-ray luminosity–mass scaling relations that are significantly steeper than

self-similar, and this independently of mass and redshift. The deviations from self-

similarity are probably due to the fact that the gas does not trace the dark matter (it has

e.g. a different mass–concentration relation compared to the dark matter) which affects

both the density and the temperature, and hence the X-ray luminosity. The temperature

and density are also potentially affected by non-thermal pressure support. The impact

of AGN heating which is larger for groups than for clusters is likely to be responsible

for the steepening of the mass slope at the low-mass end (especially for the AGN 8.0

model).

The gas mass–total mass relation is steeper than the self-similar expectation for the

mass slope of 1 (which assumes a constant gas fraction) for all the radiative models,

whereas it is consistent with it for the non-radiative (NOCOOL) one. This result is

mostly independent of mass and redshift with the only clear exceptions being the AGN

feedback models, for which the slope steepens with decreasing redshift and mass. The

redshift dependence of the low-mass power-law index becomes stronger as the in-

tensity of the AGN feedback is increased. In addition, the mass slope steepens with

increasing feedback (be it from SNe or AGN) intensity. According to figure 3.3, this

steepening is mostly driven by a steepening at the low-mass end and the difference

between the two AGN feedback models is mostly induced by different behaviours at

the high-mass end. The deviations from self-similarity and the steepening of the mass

slope at the low-mass end are due to the fact that AGN feedback is more efficient at

ejecting gas from the high-redshift progenitors of groups than those of clusters (see
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McCarthy et al. 2011; see also Chapter 2).

The integrated Sunyaev–Zel’dovich signal and its X-ray analogue reveal similar trends.

Their mass slopes are slightly shallower than, if not consistent with, the self-similar ex-

pectation of 5/3 (see equation 3.11) for NOCOOL, but become steeper than the expec-

tation when feedback is included (SN feedback is sufficient in the integrated Sunyaev–

Zel’dovich signal case, while efficient AGN feedback is required for its X-ray ana-

logue) and steepens as its intensity is increased. They display a relatively strong mass

dependence, especially when AGN feedback is added: both scaling relations steepen

at the low-mass end, including in the non-radiative case for the X-ray analogue. They

both exhibit redshift evolutions which get stronger as the feedback intensity is in-

creased and both relations steepen as redshift decreases. These similar behaviours were

to be expected as they both probe the total thermal energy of the ICM, even though the

ratio of the integrated Sunyaev–Zel’dovich signal to its X-ray analogue is proportional

to the ratio of the mass-weighted temperature to the X-ray temperature divided by the

mean density, and is therefore sensitive to the biases introduced by the X-ray spectral

fitting and to the gas distribution. Here, the departures from self-similarity are most

likely due to a combination of gas ejection, which steepens the gas mass–total mass re-

lation as already alluded to and heating which both increases the gas temperature and

lowers its density and impacts more groups than clusters due to their lower binding

energies. All these effects lead to a steepening of the scaling relations overall (with

respect to the self-similar expectation) but also to a steepening of the mass slope at the

low-mass end compared to the high-mass end.

Finally, it is worth pointing out that all the above results are independent of the choice

of cosmology (there is virtually no difference between the results for the Planck cos-

mology presented here and those for the WMAP7 one (not shown)).

In short, with the exception of the X-ray temperature and the soft X-ray luminosity, the

non-radiative (NOCOOL) model and the model that neglects AGN feedback altogether

(REF) are consistent with being self-similar, whereas the models that include AGN

feedback significantly deviate from self-similarity and the amplitude of the deviation

increases with decreasing mass and increasing intensity of the AGN feedback. The
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main difference between the low-mass and high-mass power-law indices of the evolv-

ing broken power-law at fixed scaling relation and physical model is that the low-mass

one displays a stronger redshift dependence.

3.6 Evolution of normalisation

Figure 3.4 shows the evolution of the normalisation from z = 0 to z = 1.5 for the

mass–temperature (for both mass-weighted and X-ray temperature), X-ray luminosity–

total mass, gas mass–total mass, X-ray analogue of the integrated Sunyaev–Zel’dovich

signal–total mass and the integrated Sunyaev–Zel’dovich signal–total mass scaling re-

lations (from top left to bottom right) for the four physical models considered here.

The normalisations of each scaling relation in the four log10[M500(M�)] bins (denoted

by solid lines of different colours) have been normalised by the self-similar expecta-

tion for the redshift evolution at fixed mass (shown as an horizontal dashed line). In

the remainder of the Chapter, a scaling relation whose E(z) exponent is smaller (big-

ger) than the self-similar expectations listed in Section 3.3 will be referred to as having

negative (positive) evolution.

Surprisingly, given that temperature was found in Chapter 2 to be robust to changes in

the included non-gravitational physics of galaxy formation, as, to first order, it is only

determined by the depth of the dark matter dominated gravitational potential well,

the normalisation of the mass–temperature relation does not evolve self-similarly (it

evolves negatively compared to the self-similar expectation). This could be due to a

combination of the evolution of the mass–concentration relation and of the non-thermal

pressure support. The amplitude of the deviation from the self-similar expectation

becomes slightly more pronounced with increasing mass and feedback intensity (i.e. it

becomes more negative).

The amplitude of the soft X-ray luminosity–total mass relation evolves positively for

all the the physical models (including the non-radiative one). The amplitude of the

evolution is strongly mass dependent, slightly redshift dependent (it flattens out as
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Figure 3.4: Evolution of the normalisation from z = 0 to z = 1.5 for the mass–temperature
(for both mass-weighted and X-ray temperature), X-ray luminosity–total mass, gas mass–total
mass, X-ray analogue of the integrated Sunyaev–Zel’dovich signal–total mass and the inte-
grated Sunyaev–Zel’dovich signal–total mass scaling relations (from top left to bottom right).
The two leftmost sets of subpanels correspond to the non-radiative simulation (NOCOOL) and
the two rightmost ones to the REF simulation. The normalisations of each scaling relation in the
four log10[M500(M�)] bins (denoted by solid lines of different colours) have been normalised
by the self-similar expectation for the redshift evolution at fixed mass (shown as an horizon-
tal dashed line). All the scaling relations are nearly self-similar for both the non-radiative
(NOCOOL) simulation and the radiative simulation which includes SN feedback (REF) and for
very massive haloes in the simulations which further include AGN feedback. This conclusion
is cosmology independent.

redshift increases) and is strongly sensitive to the non-gravitational physics of galaxy

formation (it becomes more positive as the feedback intensity is increased).

As far as the amplitude of the gas mass–total mass relation is concerned, it is more or

less consistent with self-similar evolution for the non-radiative model but starts exhibit-

ing positive evolution when non-gravitational physics is included, whose amplitude
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Figure 3.5: Same as figure 3.4 but for the AGN 8.0 and AGN 8.5 simulations.

increases with increasing feedback intensity. Similarly to the soft X-ray luminosity–

mass relation, it is strongly mass dependent (the highest mass bins are the closest to

behaving self-similarly as expected) and mildly redshift dependent (it sometimes flat-

tens out at high-redshift). One possible explanation for the positive evolution of the

amplitudes of the gas mass–total mass and soft X-ray luminosity–total mass relations

is that, since haloes of fixed mass are denser at higher redshift, more energy is required

to eject gas from these higher redshift haloes. More precisely, the binding energy can

be approximated by

Ebind ∝
GM2

∆

r∆

, (3.20)

which combined with equation (3.4) gives

Ebind(z) ∝M
5/3
∆ E(z)2/3. (3.21)
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Hence, as the binding energy increases with redshift, more energy is indeed required

to eject gas from haloes at higher redshift.

Finally, as was the case for the mass slope, the normalisations of the integrated Sunyaev–

Zel’dovich signal and its X-ray analogue exhibit similar behaviours, with evolutions

whose amplitude and even direction depend strongly simultaneously upon redshift

(mildly), and a combination of physical model and total mass (rather strongly). In

the latter case, the direction of the evolution is different at the low-mass end (negative)

compared to the high-mass end (positive) with a total mass scale at which the reversal

occurs being a function of feedback intensity. As mentioned at the end of Section 3.5,

these comparable behaviours are barely surprising as both quantities reflect the total

thermal energy of the hot gas. These trends are probably the results of the combination

of the fact that gas ejection is more difficult at higher redshift as already mentioned

in the previous paragraph, that the mass–concentration relation evolves with redshift

likely leading to non self-similar evolution of the mass–temperature relation and that

deviations from hydrostatic equilibrium are presumably more frequent and possibly

larger at higher redshift.

Lastly, the results described in this section are mostly independent of the choice of

cosmology in the sense that the general trends are preserved but the exact values of

e.g. the E(z) exponents will be slightly different.

To summarise, all the scaling relations studied here are nearly self-similar for both the

non-radiative (NOCOOL) simulation and the radiative simulation which includes SN

feedback (REF) and for very massive haloes in the simulations which further include

AGN feedback. Put another way, self-similarity breaks down when efficient feedback

is included and this especially at the low-mass end.
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3.7 Scatter about the median relations

Figure 3.6 shows the evolution of the log-normal scatter (at fixed total mass) from

z = 0 to z = 1.5 for the total mass–X-ray temperature, X-ray luminosity–total mass,

gas mass–total mass, X-ray analogue of the integrated Sunyaev–Zel’dovich signal–

total mass and the integrated Sunyaev–Zel’dovich signal–total mass scaling relations

(from top to bottom) for the four physical models considered here. For each simula-

tion and each scaling relation, the log-normal scatter is plotted as a function of M500

and the redshift is denoted using lines of different colours. For most scaling rela-

tions, the log-normal scatter varies only mildly with mass, is relatively insensitive to

non-gravitational physics (especially if one excludes the non-physical non-radiative

model (NOCOOL)), but displays a moderately strong redshift dependence (it tends to

decrease with increasing redshift). The only striking exceptions are: (i) the scatter

in gas mass increases with the increased complexity of the included galaxy formation

physics and with increasing AGN feedback intensity, which is not surprising as these

processes strongly affect the gas fractions (e.g. McCarthy et al. 2010; Stanek et al.

2010; Planelles et al. 2013; see also Chapter 2) and (ii) the scatter in the X-ray tem-

perature increases when AGN feedback is introduced and starts displaying a stronger

redshift dependence. These results are robust to changes in cosmology from Planck to

WMAP7.

Table 3.4 presents the scatter about the median scaling relations. σlnY |M was computed

using the best-fittingA′′ values for the log-normal scatter of the AGN 8.0 model listed in

Table 3.3. It was turned into σlnM |Y by dividing it by the values of the mass power-law

exponents (β) obtained for the median relation of the AGN 8.0 model listed in Table 3.2.

This conversion is justified when the halo mass function can be well-approximated by

a power-law at the relevant mass scale (see for instance the appendix of Leauthaud

et al. 2010). The zero-point uncertainty of Y was computed by computing the root

mean square dispersion of the normalisation A of the best-fitting evolving power-law

obtained for the median relations of the three radiative models (REF, AGN 8.0 and 8.5)

and by multiplying it by ln 10. The unphysical non-radiative simulation (NOCOOL)
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was excluded from the computation of the latter. All but one of the hot gas proxies

examined here (i.e. X-ray temperature, gas mass, Sunyaev–Zel’dovich signal and its

X-ray analogue) have a similar scatter at fixed total mass of about 10 per cent. The

X-ray luminosity has a significantly larger scatter at fixed total mass (it is about three

times higher). They thus all exhibit values of σlnY |M which are slightly smaller than

the observational constraints summarised in the rightmost column of Table 3.4 (see

e.g. Pratt et al. 2009; Vikhlinin et al. 2009a; Mantz et al. 2010a; Andersson et al. 2011;

Planck Early Results XI; Lin et al. 2012; Planck Intermediate Results III; Planck 2013

Results XX and Allen, Evrard & Mantz 2011 for a review). This is at least partly

owing to the fact that here the results of the full synthetic X-ray analysis conducted

in Section 2.2.2 are not being used. For instance, the scatter in gas mass at fixed total

mass increases from ∼ 10 per cent to ∼ 15 for the AGN 8.0 simulation when the full

synthetic X-ray analysis is used. As discussed in Chapter 2, the increase in scatter

is due to the biases in the gas and total mass density profiles induced by the spectral

fitting and hydrostatic analysis. Besides, even if the full synthetic analysis had been

used, it still corresponds to ‘perfect’ X-ray observations: in the sense that these do not

include any noise be it astrophysical (e.g. AGN contamination), or instrumental (e.g.

Poisson noise, PSF smearing).
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Figure 3.6: Evolution of the log-normal scatter from z = 0 to z = 1.5 for the total mass–
temperature, X-ray luminosity–total mass, gas mass–total mass, X-ray analogue of the inte-
grated Sunyaev–Zel’dovich signal–total mass and the integrated Sunyaev–Zel’dovich signal–
total mass scaling relations (from top to bottom). The left set of subpanels corresponds to the
non-radiative simulation (NOCOOL) and the right one to the REF simulation. For each simula-
tion and each scaling relation, the log-normal scatter is plotted as a function of M500 and the
redshift is denoted using lines of different colours. For most scaling relations, the log-normal
scatter varies only mildly with mass, is relatively insensitive to non-gravitational physics, but
displays a moderately strong redshift dependence. The only striking exceptions are: (i) the
scatter in gas mass increases with the increased complexity of the included galaxy formation
physics and with increasing AGN feedback intensity and (ii) the scatter in the X-ray temper-
ature increases when AGN feedback is introduced and starts displaying a stronger redshift
dependence. These results are robust to changes in cosmology from Planck to WMAP7.
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Figure 3.7: Same as figure 3.6 but for the AGN 8.0 and AGN 8.5 simulations.
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3.8 Summary and Discussion

The cosmo-OWLS suite of large-volume hydrodynamical simulations described in de-

tail in Chapter 2 was employed to investigate the scatter and evolution of the hot gas

properties of a realistic population of simulated galaxy groups and clusters. cosmo-

OWLS forms an extension of the OWLS project (Schaye et al. 2010) and has been spe-

cially designed with ongoing and upcoming cluster cosmology and large-scale struc-

ture surveys in mind.

From the study presented here, the following conclusions are reached:

1. The median relations and the scatter about them are reasonably well modelled

by evolving broken power-laws with redshift dependent low-mass power-law

indices of the form given by equation (3.17), whereas power-laws and broken

power-laws of the form given by equations (3.14) and (3.15) fail to reproduce

the median relations especially at the low-mass end (figure 3.1).

2. With the exception of the X-ray temperature and the soft X-ray luminosity, the

non-radiative (NOCOOL) model and the model that neglects AGN feedback alto-

gether (REF) are consistent with having self-similar mass slopes at all redshifts

z ≤ 1.5, whereas the mass slopes of the models that include AGN feedback

significantly deviate from the self-similar expectation and the amplitude of the

deviation increases with decreasing mass and increasing intensity of the AGN

feedback. The main difference between the low-mass and high-mass mass slopes

of the evolving broken power-law at fixed scaling relation and physical model

is that the low-mass one displays a stronger redshift dependence (figures 3.2 to

3.3).

3. All the scaling relations studied here evolve nearly self-similarly for both the

non-radiative (NOCOOL) simulation and the radiative simulation which includes

SN feedback (REF) and for very massive haloes in the simulations which further

include AGN feedback. Put another way, self-similar evolution breaks down

when efficient feedback is included and this especially at the low-mass end (fig-
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ure 3.4).

4. For most scaling relations, the log-normal scatter varies only mildly with mass, is

relatively insensitive to non-gravitational physics (especially if one excludes the

non-physical non-radiative model (NOCOOL)), but displays a moderately strong

redshift dependence (it tends to decrease with increasing redshift). The only

striking exceptions are: (i) the scatter in gas mass increases with the increased

complexity of the included galaxy formation physics and with increasing AGN

feedback intensity and (ii) the scatter in the X-ray temperature increases when

AGN feedback is introduced and starts displaying a stronger redshift dependence

(figure 3.6).

5. All but one of the hot gas mass proxies examined here (i.e. X-ray temperature,

gas mass, Sunyaev–Zel’dovich signal and its X-ray analogue) have a similar

scatter at fixed total of about 10 per cent. The X-ray luminosity has a signifi-

cantly larger scatter at fixed total mass (it is about three times higher). They thus

all exhibit values of σlnY |M which are slightly smaller than the observational

constraints. This is at least to some extent due to using true physical quanti-

ties instead of the ones that would be inferred from a synthetic X-ray analysis

(table 3.4).

6. All these results are robust to changes in cosmology from Planck to WMAP7.

As total mass is the only independent variable in structure formation theory, the clus-

ter masses have to be reliably determined in order to enable the use of galaxy clusters

as cosmological probes. Unfortunately, the cluster total masses are not directly ob-

servable. Therefore, in order to constrain cosmology with galaxy clusters, one has

to, for instance, rely on well-calibrated/understood total mass–observable relations be-

ing used as mass proxies. A good mass proxy should ideally be: (i) easy to measure

(including with relatively shallow data), (ii) tightly correlated with mass, (iii) have a

small intrinsic scatter, (iv) be insensitive to the choice of cosmology, (v) be insensitive

to the cluster dynamical state and to the uncertain non-gravitational physics of galaxy

formation (i.e. the zero point is well-known) and (vi) have a redshift evolution which is
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easy to characterise. Judging by these criteria, the mean X-ray temperature is the ‘best’

mass proxy among all the cluster global hot gas properties considered as it has: (i) the

smallest zero-point uncertainty, (ii) has a relatively small intrinsic scatter in mass at

fixed proxy (even in the absence of core excision) and (iii) its evolution and mass slope

are the least affected by baryonic physics, mass and redshift. The mass–temperature

relation is also the closest to being a single power-law (i.e. it is close to not being

broken). The integrated Sunyaev–Zel’dovich signal, its X-ray analogue and gas mass

have smaller intrinsic scatter in mass at fixed proxy but have a larger zero-point uncer-

tainty and, in general, are much more affected by the effects of the physics of galaxy

formation (e.g. their mass slopes and evolution are much more mass and physics de-

pendent). The X-ray luminosity is the poorest one with the highest intrinsic scatter,

and the strongest dependence upon the ICM physics.



Chapter 4

Synthetic observations of cosmological

simulations

Ian McCarthy wrote the code that takes the outputs of the light cone software for

gas particles, computes the X-ray and Sunyaev–Zel’dovich fluxes for each of the gas

particles and produces maps by SPH smoothing the fluxes onto 2.5′′ on a side pixels.

4.1 Introduction

One of the factors that contributed to the recent rapid progress of cosmology is the

confrontation of increasingly large observational datasets with more and more sophis-

ticated theoretical models. In particular, both theory and observations stand to benefit

from the use of as realistic as possible synthetic observations generated from cosmo-

logical simulations. This was first recognised in the late 1980s and several approaches

have been used since then. The use of progressively more refined methods is mainly

driven by the progress of (i) cosmological simulations and (ii) galaxy formation mod-

els.

The first galaxy (clusters) catalogues where generated using biasing schemes, i.e. by

‘painting’ galaxies/clusters on DM-only cosmological simulations (see e.g. van Haar-

99
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lem, Frenk & White 1997; Cole et al. 1998; Coil, Davis & Szapudi 2001; Evrard

et al. 2002). Even though this method is extremely quick and efficient for large and

low-resolution cosmological simulations, it does not take explicitly into account the

(non-gravitational) physics of galaxy formation.

A second approach uses ‘halo’ models. It is probably the most widely used and comes

in several flavours. In the simplest case, haloes that have been identified in DM-only

simulations are populated according to a model for halo occupation distribution (for

instance Yang et al. 2004). A slightly more sophisticated procedure uses semi-analytic

models (SAM) to follow galaxy formation in the simulation identified haloes and a

Monte-Carlo scheme is used to build merger trees for these haloes (Benson et al. 2000).

Finally, SAM are used but this time on merger trees that have extracted directly from

the simulation (see among others Diaferio et al. 1999; Coil, Davis & Szapudi 2001;

Blaizot et al. 2005; Kitzbichler & White 2007).

A final approach uses hydrodynamic cosmological simulations, which include (some

of) the galaxy formation physics to generate synthetic observations, usually for X-

ray (see for instance Croft et al. 2001 and Roncarelli et al. 2006 which studied the

diffuse X-ray background) and Sunyaev–Zel’dovich effect (Thomas & Carlberg 1989;

Scaramella, Cen & Ostriker 1993; da Silva et al. 2000) surveys.

Synthetic observations are constructed by putting a virtual observer somewhere in the

z = 0 simulation box and by finding the objects which are located within his past light

cone. The past light cone is defined as in Special Relativity: it is the set of all the

light-like world lines which intersect the spacetime position of the observer1. Hence,

it is a three-dimensional (3D) sphere in 4D spacetime. Hereafter, the term light cone

will denote a wedge cut out from this sphere according to the survey geometry.

As Chapter 2 demonstrated the ability of some of the cosmo-OWLS models to pro-

duce realistic galaxy group and cluster populations, the remainder of this Chapter will

describe the methods used for generating synthetic observations (in Section 4.2), as

well as the way they were tested against publicly available2 synthetic surveys of the

1i.e. its spatial position within the z = 0 box at z = 0
2through the MILLENNIUM online database at http://www.virgo.dur.ac.uk
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MILLENNIUM simulation (in Section 4.3). It will then summarise the comparison of

different versions of the developed light cone software and justify the use of the sim-

plest possible method (in Section 4.4) and finally present a first application to synthetic

Sunyaev–Zel’dovich surveys such as the ones used for Chapter 5 and McCarthy et al.

(2014) (in Section 4.5).

4.2 Methodology

The developed light cone software uses methods that are similar in spirit to the ones de-

veloped by Blaizot et al. (2005) and slightly modified by Kitzbichler & White (2007).

As they both pointed out, the main issues one faces when trying to generate synthetic

surveys from cosmological simulations stem from the finite size of the box and from

the discrete character of the simulation data storage: galaxy/particle properties are

only saved for a given number of redshifts between the start of the simulation and the

present time (z = 0) whereas redshift increases continuously within the past light cone.

The first problem is that depending on the depth and width of the survey beam, one

might need to replicate the box, both along the central line of sight (l.o.s.) (hereafter

radial replications) and perpendicular to it (i.e. at the same redshift). For instance, the

cosmo-OWLS 400 h−1 Mpc box corresponds to the comoving distance to z ∼ 0.15

and z ∼ 0.14 in the WMAP7 and Planck cosmologies, respectively. It is thus nec-

essary to try to both minimise the effects of these two simulation characteristics and

to assess the sensitivity of the synthetic observations to these presently3 unavoidable

effects. The new method is general and has been used to generate light cones for gas,

star and black hole particles as well as for FoF haloes and galaxies (hereafter called

collectively objects).

3given the currently available computational resources
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4.2.1 Required inputs from the cosmological simulation

The method relies upon the construction of a 3D pavement of simulation boxes. Hence,

the simulations need to be of constant comoving volume cubic boxes with periodic

boundary conditions. Furthermore, their snapshots need to contain at least the fol-

lowing information: (i) the redshift of the snapshot, (ii) the position of each object

within the simulation box and (iii) the relevant indices (particle indices for particles,

FoF indices for FoF haloes, and FoF and subhalo indices for galaxies). The indices

of the objects which fall within the light cone will be saved, together with the index

of the snapshot they were taken from; this allows for the computation of their observ-

able properties in post-processing. This has several advantages: (i) it means that the

light cones are not limited to producing synthetic observations for one type of survey,

(ii) it makes the file sizes more reasonable and (iii) it saves computing time since the

properties do not have to be computed for the whole simulation volume and for all the

snapshots before running the light cone software.

4.2.2 Tiling and dealing with replications

A 3D pavement of boxes is first constructed. It goes until the comoving distance dc,end

that corresponds to the depth redshift of the survey zend. Then, depending upon the

geometry of the survey beam, the direction of the l.o.s. is chosen so that it minimises

the number of radial replications. Here, replications mean not only replicating the box

along the l.o.s. since dc,end > Lbox where Lbox is the comoving box size, but also that

the light cone passes through parts of the simulation volume for at least the second

time. As structures move slowly, it means including the same structures more than

once, as illustrated on the top panel of figure 4.1, and this leads to spurious perspective

effects. In order to minimise the number of radial replications, the software uses the

method described in detail in Kitzbichler & White (2007).

In brief, for a rectangular survey of size ∼ 1/m2n× 1/n2m steradians, with a central

l.o.s. going into the ‘slanted’ direction going through the point (Lbox/m,Lbox/n, Lbox),
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Figure 4.1: Top: Basic pavement of snapshots. Middle: Effects of the three sorts of trans-
formations (from left to right: rotation, translation, and inversion of one axis) applied to the
snapshots. Bottom: Pencil beam generated without transformations, thanks to the ‘slanted’
direction. Figure taken from Blaizot et al. (2005).

the first replication of the origin will be hit by the central l.o.s. after going through

nm replications of the simulations box, i.e. at the point (Lbox, Lbox, nmLbox). This

corresponds to a comoving distance from the origin of the cone given by:

dc,rep =
√
n2 +m2 + n2m2Lbox (4.1)

This method is shown on the bottom panel of figure 4.1.

It is worth noting that this approach assumes that n and m are integers with no com-

mon factor. This means that this formula for drep is only valid for rectangular beam

surveys. Nevertheless, it is possible to extend the reasoning to square beams, which

have n = m. In this case, the first replication of the origin hit by the central l.o.s. is
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(Lbox, Lbox, nLbox) and thus the comoving distance to this first replication is given by:

dc,rep =
√
n2 + 2Lbox (4.2)

In both cases, for dc,end > dc,rep, one will either have to live with the artefacts due to the

replications or to apply random transformations to the snapshots in order to reshuffle

the structures within the simulation box. The effects of random transformations such as

rotations and translations are shown on the middle panel of figure 4.1. The developed

software applies random transformations, contrarily to Kitzbichler & White (2007), as

for the currently simulated beam sizes (e.g. 7×7 deg2 which corresponds to the angular

size of the box at zend = 1.5 and is close to the total size of the XXL survey fields4

(described in Section 6.1)), dc,rep corresponds to a redshift zrep ∼ 0.3 in the WMAP7

cosmology, which means that there will be a significant number of replications. It

uses the same type of random transformations as in Blaizot et al. (2005) that is, a

combination of:

1. translations of random amplitude (between 0 and Lbox) along each of the three

box axes,

2. rotations of 0, π/2, π or 3π/2 (randomly chosen) about each of the axes,

3. and inversion of up to one randomly chosen axis (e.g. z → −z).

A different set of these transformations is applied to each of the boxes encountered

after dc,rep. Obviously, applying such transformations means that some of the spatial

information of the original simulation is lost (especially on the largest scales) as it

decorrelates the boxes used to make the cones from one another. Nevertheless, it might

be possible to limit this information loss by slightly modifying the method employed

by Blaizot et al. (2005), and taking advantage of the ‘slanted’ direction of the light cone

which means that replications occur at every multiple of dc,rep: hence, one only needs

to apply one identical set of random transformations to all the boxes within the cone

4two 25 square degrees fields
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slice which is in between two consecutive replications of the origin. A new version of

the light cone software was written in order to test that idea. The different versions of

the light cone software and their comparison will be presented in Section 4.4.

4.2.3 Choosing the right snapshot and inclusion within the cone

In principle, any object at a comoving distance dc from the observer should have the

physical properties it had at a redshift z such that:

dc(z) =
c

H0

∫ z

0

dz′√
Ωm(1 + z)3 + ΩΛ

(4.3)

but the physical properties of particles/galaxies were only stored for a discrete number

of snapshots at redshifts zi (with z0 = dc,0 = 0), which correspond to comoving

distances dc,i. The developed software deals with this problem in a way that is similar

to the one used by Kitzbichler & White (2007). In short, they use the properties at

redshift zi for all the objects with a comoving distance d from the observer such that
dc,i−1+dc,i

2
< dc <

dc,i+dc,i+1

2
and interpolate the positions between zi and zi+1 for the

objects which are close to the upper bound in order to decide on which side of it they

sit. However, the developed software does not interpolate, as it would have been too

CPU intensive to do so for FoF haloes/galaxies (no merger trees for cosmo-OWLS),

and there is no equivalent to a merger tree for particles. Therefore, it just uses the

properties at redshift zi for all the objects with :

dc,i−1 + dc,i
2

< dc ≤
dc,i + dc,i+1

2
. (4.4)

Finally, objects are included within the light cone if they fulfil the distance condition

given by equation 4.4 as well as the following conditions on their Right Ascensions
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(RA) α and their Declinations (Dec) δ5:

| tanα| ≤ tan ∆α/2 (4.5)

| tan δ| ≤ tan ∆δ/2 (4.6)

where ∆α and ∆δ are the angular extent of the survey in the two orthogonal RA and

Dec directions.

4.3 Testing the software

4.3.1 Comparison to the results of Kitzbichler & White (2007)

Kitzbichler & White (2007) used the large N-body DM-only simulation called MIL-

LENNIUM, which was carried out by the Virgo consortium. A full description of this

simulation is given in Springel et al. (2005) and only its main properties are described

here. It follows the hierarchical growth of structures from redshift z = 127 to the

present, using the TreePM code GADGET2 (Springel, Yoshida & White 2001; Springel

2005), in a box 500 h−1 comoving Mpc on a side and using 21603, which is slightly

over 10 billion, DM particles. The particle mass is then 8.6× 108 h−1 M�.

The formation and evolution of galaxies and quasars is followed, in post-processing,

by using semi-analytic models (SAM), which were first introduced by White & Frenk

(1991) more than two decades ago. They start from merger trees that describe the

growth history of structures over cosmic time, and are a simplified way to simulate

galaxy formation where star formation and its regulation by various feedback pro-

cesses are described by simple analytical physical models. An extensive description

of the physical principles behind semi-analytic modelling can be found, for instance,

in Baugh (2006). Kitzbichler & White (2007) used a modified version of the Croton

et al. (2006) semi-analytic model as updated by De Lucia & Blaizot (2007) and further

5They are obtained by projecting the objects’ 3D cartesian coordinates in the box frame onto a 3D
right-handed cartesian system of axes. One of the axis of the new system of coordinates is the central
l.o.s.
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improved the treatment of dust.

Six of their 1.4 × 1.4 square degrees light cones which go until z = 7 are publicly

available through the MILLENNIUM database. As the data of the De Lucia & Blaizot

(2007) SAM applied to MILLENNIUM are also available from that database, one of

the easiest ways to test the developed software was to generate a cone with similar

characteristics (1.4× 1.4 square degrees going until z = 4.5).

One of the conducted comparisons is illustrated in figure 4.2: the stellar mass function

(dN/dlogM∗/arcmin2) is computed for various values of the depth redshift, for the

retrieved Kitzbichler & White (2007) cone, as well as for the cone generated using

the developed software. The agreement is extremely good, except at the high mass

end of the cone with the smallest depth. Redshift number counts (dN/dz/arcmin2)

with various stellar masses and magnitude cuts, as well as magnitude number counts

(dN/dm/arcmin2) in the K band, were also compared and likewise show reasonable

agreement.
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Figure 4.2: Stellar mass function (dN/dlogM∗/arcmin2) for a cone with similar character-
istics to the publicly available Kitzbichler & White (2007) cones (1.4 × 1.4 square degrees,
depth redshift of 4.5) generated using the De Lucia & Blaizot (2007) SAM applied on the MIL-
LENNIUM simulation. The solid lines correspond to one of the retrieved cones and the dotted
lines correspond to the cones generated with the developed software. Blue, red and black lines
correspond respectively to a synthetic survey redshift depth of 1.5, 3.0 and 4.5. The agreement
is extremely good, except at the high mass end of the cone with the smallest depth.
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4.3.2 Comparison to 2dFGRS

The two-degree field galaxy redshift survey (2dFGRS; Colless et al. 2001) covers a

total of 2000 square degrees (split into one 75×10 square degrees field in the Northern

hemisphere and one 80 × 15 square degrees field in the Southern one) with a median

depth of z = 0.11. Survey plots of their two fields are presented on figure 4.3.

A survey with similar size (32 × 23 square degrees) and depth (z = 0.25) has been

generated using the 400 h−1 Mpc WMAP7 AGN simulation of the cosmo-OWLS suite

described in Section 2.2.1. A similar survey plot for this synthetic survey is shown on

figure 4.4, on which some level of clustering is visible.

Figure 4.3: Projected galaxy distribution in the two 2dFGRS fields as a function of RA and
redshift. Figure taken from Colless et al. (2001).
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Figure 4.4: Projected galaxy distribution in the 2dFGRS synthetic field as a function of RA and
redshift.
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4.4 Comparison of several of the versions of the light

cone software.

4.4.1 Description of the three main versions

First version: the modified Kitzbichler & White (2007).

This version is described in detail in Section 4.2 above.

Second version: the modified Kitzbichler & White (2007) with an improved ran-

dom transformation scheme.

As already alluded to in the last paragraph of Section 4.2.2, the different random trans-

formations applied to each of the boxes encountered after dc,rep lead to a loss of some

of the large scale correlations of the original simulation. A second version of the soft-

ware was thus written which applied the same random transformations to all the boxes

with ndc,rep ≤ dint < (n + 1)dc,rep where dint is the distance to the point where the

beam centreline intersects the front of the box and n ≥ 0 in order to try to mitigate the

effects of the random transformations.

Third version: the simplest method.

This third method is as simple as possible and similar to the one commonly employed

in the literature (e.g. Scaramella, Cen & Ostriker 1993; da Silva et al. 2000; Croft et al.

2001; Blaizot et al. 2005; Roncarelli et al. 2006, 2007; Kay et al. 2012 to cite but a

few). It resembles the method showed in the middle panel of figure 4.1. In brief, in

this version, the observer is placed at the centre of one of the faces of the box and

the end redshift zend is chosen so that the desired field does not subtend more than

the comoving size of the box Lbox at redshift zend (or vice versa) in order to avoid

perpendicular replications. The central line of sight in this case no longer goes through

the box in a ‘slanted’ direction but in a straight line. A set of random transformations
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of the type described in the final paragraph of Section 4.2.2 is applied to each of the

simulation boxes which have been stacked in order to reach dc,end. The choice of the

right snapshot and the inclusion within the cone are done using criteria analogous to

the ones described in Section 4.2.3, the only difference being that the definition of a

new 3D right-handed cartesian system of axes with one axis being the central l.o.s. to

compute α and δ is no longer needed as the central l.o.s is now parallel to one of the

axes of the simulation box (i.e. one can now directly turn the 3D cartesian coordinates

in the box frame into α and δ).

4.4.2 Comparison of the FoF halo power spectra

The accuracy with which the various methods reproduce the FoF halo power spectrum

of the original simulation traces their ability to conserve the large-scale clustering. The

best method will be the one that offers the best compromise between computing time

and preservation of the clustering at large scales.

The FoF halo power spectrum was computed for both the FoF light cones generated

using the three methods described in the previous Section and for the original simu-

lation using the method pioneered by Szalay et al. (1991) for galaxies as follows (see

also Yoshida et al. 2001; van Daalen et al. 2011):

1. The FoF halo density field was computed by representing each FoF halo by a

Dirac δ function at its position rn = (α, δ, z): ρhalo(r) =
∑
δ(r − rn). In prac-

tice, this was computed by interpolating using a nearest grid point IDL routine

the RA (α) and Dec (δ) of the FoF haloes found in a narrow range of redshift

around one of the simulation snapshots. Hereafter, the number of FoF haloes in

this narrow redshift range will be denoted by Nh.

2. The power in each of the Fourier components of ρhalo is then given by Pk = |fk|2

where:

fk =
1

Nh

Nh∑
n=1

e2iπkrn =
ρ̃halo
Nh

(4.7)
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where ρ̃halo is the Fourier transform of ρhalo, which was computed using an IDL

fast Fourier transform routine.

3. For each of the three methods, the reference FoF halo power spectrum (repre-

sented by dashed lines on figure 4.5) was computed using only the SUBFIND

outputs for the haloes contained in the light cone. The same random transforma-

tions as the ones used for the light cones were applied to the outputs of SUBFIND

before computing the reference power spectra.

Figure 4.5 presents the light cones (solid lines) and reference (dashed lines) FoF halo

power spectra at z = 2 for the three methods presented in the previous Section: the

magenta lines correspond to the first method, the black lines to the second method

(which is supposed to improve the large-scale correlations of the first by applying the

same random transformations to all the connected boxes) and the red lines to the third

method, which is the simplest one. Note that for this figure, Pk has been turned into

P (l) and plotted as a function of multipole l = 2πk as is nearly always done in the

literature. All three methods lead to similar power spectra at small scales (large l) and

are close to their reference spectra at those scales (the small difference at large l is

likely due to the need to assign a distance from the observer to the FoF haloes when

computing the reference power spectrum for each method: dc(z = 2) was used here).

The first and second methods which are much more complicated and CPU intensive

(it takes about 30 days to generate a single 5 degrees on a side gas cone going up

to z = 3 using the first two methods, whereas it takes about 30 hours when using

the third method) than the simplest one (the third one) do not do significantly better

at large scales (low-multipole) in terms of conservation of the large scale clustering.

The increased complexity of the first and second methods and the resulting order of

magnitude increase in the required computing time are thus not leading to a significant

enough improvement at large scales for justifying their use. Hence, only light cones

generated using the simplest method will be used in the remainder of the thesis. The

order of magnitude decrease in computing times furthermore allows for the generation

of more realisations (by varying the seeds for the generation of the random transforma-

tions) of a given synthetic survey, which are extremely useful for assessing the cosmic



4.4. Comparison of several of the versions of the light cone software. 114

Figure 4.5: FoF halo power spectra at z = 2 for the three light cone generation methods pre-
sented in Section 4.4.1. The reference power spectra computed using the simulation SUBFIND

outputs and the power spectra computed using the light cones are depicted by dashed and solid
lines, respectively. The three methods are represented by lines of different colours: the magenta
lines correspond to the first method, the black lines to the second method (which is supposed to
improve the large-scale correlations of the first by applying the same random transformations
to all the connected boxes) and the red lines to the third method, which is the simplest one.
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variance (see for instance Chapter 5).

4.5 An example application: synthetic Sunyaev–Zel’dovich

observations

The thermal Sunyaev–Zel’dovich signal is characterised by the dimensionless Comp-

ton y parameter, defined as:

y ≡ σT
mec2

∫
Pedl (4.8)

where σT is the Thomson cross-Section, c the speed of light, me the electron rest-mass

and Pe = nekBTe is the electron pressure with kB being the Boltzmann constant. The

integration is done along the observer’s line of sight.

Figure 4.6 shows an example set of synthetic Compton y maps for the five physical

models in the Planck cosmology, in addition to one in the WMAP7 cosmology (bot-

tom right panel). Each map is 5 degrees on a side and was generated using the same

random transformations with the simplest method for light cone making described in

Section 4.4.1.

The method of Roncarelli et al. (2006, 2007) was followed and

Υi ≡
σT
mec2

kBTimi

µe,imH

(4.9)

was computed for the ith gas particle, where Ti, mi and µe,i are respectively the tem-

perature, mass and mean molecular weight per free electron of the gas particle and mH

is the atomic mass of hydrogen. The contribution to the Compton y parameter by the

ith particle is given by

yi ≡ Υi/L
2
pix,i (4.10)

where L2
pix,i is the physical area of the pixel in which the ith particle falls at the angular

diameter distance from the observer to the particle. Finally, yi is SPH-smoothed onto

the map using the SPH smoothing kernel which was used by GADGET3 for the com-
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Figure 4.6: Example synthetic Compton y maps for the five physical models in the Planck cos-
mology, in addition to one in the WMAP7 cosmology (bottom right panel). Each map is 5
degrees on a side and was generated using the same random transformations with the simplest
method for light cone making described in Section 4.4.1. Figure taken from McCarthy et al.
(2014).

putation of the hydrodynamical forces and the three-dimensional smoothing length of

the particle (as computed by GADGET3).

Figure 4.6 illustrates the fact that the Sunyaev–Zel’dovich signal is extremely sen-

sitive to the effects of ‘sub-grid’ physics (which are readily visible by eye) and to

slight changes in cosmology. The latter sensitivity is the main reason for the recent

widespread enthusiasm for the use of Sunyaev–Zel’dovich observations for cosmolog-

ical studies.



Chapter 5

How well can we recover the

Sunyaev–Zel’dovich flux of low-mass

haloes? The role of source confusion

and deviations from the universal

pressure profile.

Ian McCarthy generated the majority of the Sunyaev–Zel’dovich maps (the rest was

generated by Amandine Le Brun using the same code) and ran a new version of SUB-

FIND that stores the particles within 5r200 for each of the FoF haloes (whose outputs

were used to compute the pressure profiles within 5r500). Jean-Baptiste Melin ran the

Planck matched filter on the maps, generated maps that contain only GNFW haloes,

and wrote and ran a modified version of the Planck matched filter (modified to use the

best-fitting pressure profiles from the AGN 8.0 simulations as a spatial template) on the

maps. Amandine Le Brun generated the gas light cones that were used as input to the

map-making software, the halo light cones and extracted the LBG-like samples from

the above, made the predictions for confusion and all the plots, computed the pressure

profiles within 5r500 and found the best-fitting functional form for the pressure profiles.

117
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5.1 Introduction

In late 2012, the Planck collaboration reported a significant detection of the thermal

Sunyaev–Zel’dovich signal emitted by the hot gas trapped in the potential wells of

individual galaxies (Planck Intermediate Results XI; hereafter PIntXI). Their result

implies, rather surprisingly, that the Y500 −M500 scaling relation is nearly self-similar

from galaxy clusters down to galaxies not much bigger than the Milky Way (in terms of

their total mass). The naive interpretation of their results is that the gas mass fraction

is constant and nearly universal, which is in contradiction with X-ray observations

of mostly groups and clusters (e.g. David et al. 2006; Gastaldello et al. 2007; Pratt

et al. 2009; Sun et al. 2009) and absorption line studies of local galaxies (e.g. Miller

& Bregman 2013). Yet, stacking and assumptions about the pressure profiles were

required in order to extract a significant signal. In addition, the contribution of both

correlated and uncorrelated line-of-sight hot gas is not well known. The impact of

all these effects on the recovered signal can be tested using synthetic observations

from a suite of reasonably realistic hydrodynamical simulations. If it holds, the PIntXI

result has fundamental consequences for theories of galaxy formation, as the fraction

of hot gas which is trapped within the virial radius of individual galaxies, groups and

clusters is a sensitive probe of the feedback mechanisms (e.g. Bhattacharya, Di Matteo

& Kosowsky 2008; Puchwein, Sijacki & Springel 2008; Short & Thomas 2009; Fabjan

et al. 2010; McCarthy et al. 2010; Stanek et al. 2010; Planelles et al. 2013; see also

Chapter 2).

This motivated the present Chapter, which employs synthetic observations generated

for a state-of-the-art suite of large-volume hydrodynamical cosmological simulations

to assess and attempt to explain the potential biases in the analysis conducted in PIn-

tXI. The remainder of this Chapter is organised as follows. The cosmo-OWLS suite

used here and the generation of a synthetic sample as similar as possible to the one

used for the PIntXI analysis are briefly introduced in Section 5.2. The need for syn-

thetic Sunyaev–Zel’dovich observations is then justified in Section 5.3, the potential

impact of confusion is tested in Section 5.4.1 and lastly the role of deviations from the
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universal pressure profile is determined in Section 5.4.2. Finally, the main results are

discussed and summarised in Section 5.5.

5.2 Simulations

5.2.1 cosmo-OWLS

Some of the physical models from the cosmo-OWLS suite of cosmological hydrody-

namical simulations described in detail in Chapter 2 (see also McCarthy et al. 2014;

van Daalen et al. 2014; Velliscig et al. 2014) were used. They form an extension to

the OverWhelmingly Large Simulations project (OWLS; Schaye et al. 2010) which

has been specifically designed to help improve our understanding of galaxy cluster

astrophysics and with on-going and up-coming cluster cosmology surveys in mind.

Some of the simulations have been run at eight times higher mass resolution and two

times higher spatial resolution, but in a smaller volume (the boxes are 100 h−1 comov-

ing Mpc on a side) as currently available hardware precludes the running of higher res-

olution simulations in 400 h−1 Mpc on a side boxes. Thus only the WMAP7 runs which

have an associated higher resolution simulation will be used. The hierarchy of boxes is

fundamental for conducting the study presented here as haloes need to be adequately

resolved over the wide range of mass scale which was probed by the Planck observa-

tions presented in PIntXI – from individual galaxies with M500 ∼ 2− 3× 1012 M� up

to massive clusters with M500 ∼ 2 − 3 × 1015 M� – as the high resolution needed

to reasonably resolve the former systems is unfortunately unreachable in the large

volumes needed to have the latter systems which have very low space densities (.

10−5.4 Mpc−3; e.g. Jenkins et al. 2001).

Four of the five physical models described in Chapter 2 were used: a non-radiative

model (NOCOOL); a model (REF which corresponds to the OWLS reference model)

which includes prescriptions for metal-dependent radiative cooling (Wiersma, Schaye

& Smith 2009), stellar evolution, mass loss and chemical enrichment (Wiersma et al.
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2009), star formation (Schaye & Dalla Vecchia 2008) and kinetic stellar feedback

(Dalla Vecchia & Schaye 2008) and two models (AGN 8.0, which was simply called

AGN in the original OWLS papers, and AGN 8.5) which further include a prescrip-

tion for supermassive black hole growth and AGN feedback (Booth & Schaye 2009),

which is a modified version of the model developed by Springel, Di Matteo & Hern-

quist (2005).

Table 3.1 provides a list of the runs used here and the sub-grid physics that they include.

These models have been compared to a wide range of observational data in both Chap-

ter 2 and McCarthy et al. (2014). In Chapter 2, the focus was on the comparison to

the resolved hot gas (e.g. X-ray luminosities and temperatures, gas fraction, entropy

and density profiles, integrated Sunyaev–Zel’dovich signal) and stellar properties (e.g.

I-band total-mass-to-light ratio, dominance of the brightest cluster galaxies) of lo-

cal galaxy groups and clusters, as well as the properties of the central black hole,

concluding that the fiducial AGN model (AGN 8.0) produces a realistic population of

galaxy groups and clusters, broadly reproducing both the median trend and, for the

first time, the scatter in physical properties over approximately two decades in mass

(1013 M� . M500 . 1015 M�) and 1.5 decades in radius (0.05 . r/r500 . 1.5);

whereas in McCarthy et al. (2014), the sensitivity of the thermal Sunyaev–Zel’dovich

power spectrum to important non-gravitational physics was explored and it was found

that while the signal on small and intermediate scales is highly sensitive to the included

galaxy formation physics, the signal on large scales is only mildly affected and also

shown that the fiducial AGN model adequately matches the observed pressure profiles

of local groups (outside & 0.3r500) and clusters (see their figure 2).
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5.2.2 Synthetic Sunyaev–Zel’dovich observations

The thermal Sunyaev–Zel’dovich maps

The thermal Sunyaev–Zel’dovich signal is characterised by the dimensionless Comp-

ton y parameter as defined by equation (4.8).

Compton y maps were generated by stacking randomly transformed (by a combina-

tion of translations, rotations and axis inversions) snapshots along the observer’s line

of sight using a light cone software, which uses methods that are similar in spirit to

the ‘random tiling’ method developed by Blaizot et al. (2005) and slightly modified by

Kitzbichler & White (2007). The light cones extend back to z = 3. McCarthy et al.

(2014) showed that this redshift is high enough for the thermal Sunyaev–Zel’dovich

power spectrum to approximately converge. Therefore, the maps should provide a

sufficiently good approximation of the unresolved Sunyaev–Zel’dovich background

for the purposes of the study presented here. Ten (sixteen) quasi-independent realisa-

tions were obtained by varying the initial random seeds for the large lower resolution

(smaller higher resolution) simulations. As the methods used for the production of the

Compton y maps are described in some detail in McCarthy et al. (2014), only a brief

summary will be presented below.

The method described in Section 4.5 was used to generate the Compton y maps using

an angular pixel size of 2.5 arcseconds. This corresponds to a finer resolution than that

currently reached by Sunyaev–Zel’dovich experiments. This high angular resolution

was adopted because it is similar to that achieved by contemporary X-ray telescopes

(e.g. XMM–Newton and Chandra) and X-ray maps are generated simultaneously with

the thermal Sunyaev–Zel’dovich maps. Note that McCarthy et al. (2014) have shown

that the specific choices of smoothing kernel (here the SPH smoothing kernel used by

GADGET3 for the evaluation of the hydrodynamical forces) and smoothing length (the

three-dimensional smoothing length of the particle as computed by GADGET3) have

no impact upon the thermal Sunyaev–Zel’dovich power spectrum.

The maps are five degrees (1.25 degrees) on a side for the large lower resolution
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(smaller higher resolution) simulations. This roughly corresponds to the angular size

of the 400 h−1 comoving Mpc (100 h−1 comoving Mpc) at z = 3.0. The ten (sixteen)

realisations are therefore only quasi-independent as they were produced using the same

simulation: at high redshift, they then use most of the volume of that simulation and

thus contain many of the same structures. But, at lower redshift, the maps correspond

to a rather small fraction of the simulated volume and the different realisations are

hence really independent. The rationale behind using several quasi-independent reali-

sations is to mitigate the impact of cosmic variance upon the results presented here.

Table 5.1 provides a list of the maps used here and their main properties.
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Mimicking the Planck locally brightest galaxy sample

PIntXI stacked ∼ 260 000 locally brightest galaxies taken from the Sloan Digital Sky

Survey in order to extend the relation between the Sunyaev–Zel’dovich signal and the

halo mass down to M500 ∼ 4 × 1012 M�. They defined their locally brightest galaxy

(hereafter LBG) sample as all the galaxies with z > 0.03 that are brighter in the r-

band than any other of the galaxies with r < 17.71 projected within 1.0 Mpc and with

a redshift difference smaller than 1, 000 km s−1 taken from the spectroscopic New

York University Value Added Galaxy Catalogue (NYU-VAGC)2, which is based on

the seventh data release of the Sloan Digital Sky Survey (SDSS/DR7; Abazajian et al.,

2009) and was put together by Blanton et al. (2005). It covers 7966 square degrees. As

the SDSS spectroscopic coverage is incomplete, SDSS galaxies without spectroscopic

data could violate the selection criteria chosen by the Planck collaboration. In order

to alleviate this potential problem, the Planck collaboration used one of the SDSS

photometric redshift catalogues (Cunha et al. 2009) to eliminate any candidate galaxy

with a companion in the photometric catalogue which is at least as bright in the r-

band, projected within 1.0 Mpc and with a photometric redshift distribution consistent

with the spectroscopic redshift of the candidate galaxy. This results in a final cleaned

sample of 259 579 locally brightest galaxies. The NYU-VAGC also provides, among

other properties, stellar masses which were computed by Blanton & Roweis (2007)

by fitting stellar populations to the five-band SDSS photometry assuming a Chabrier

(2003) initial mass function.

In order to relate the observed stellar mass of the LBGs to their unobservable halo

mass, they use the publicly available3 semi-analytic galaxy formation model of Guo

et al. (2011) which was tuned to very closely match the observed luminosity and stel-

lar mass functions of SDSS galaxies in a WMAP7 cosmology (Guo et al. 2013) to get

the median stellar mass–halo mass relation for a sample of simulated galaxies selected

in the same way as the SDSS LBG sample. The median stellar mass–halo mass relation

1where r is the r-band, extinction-corrected Petrosian magnitude
2http://sdss.physics.nyu.edu/vagc/
3http://mpa-garching.mpg.de/millennium
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was used by the Planck collaboration to set the angular size of the matched filter when

they stacked the Sunyaev–Zel’dovich signal in bins of stellar mass and to turn the inte-

grated Sunyaev–Zel’dovich signal–stellar mass relation that resulted into an integrated

Sunyaev–Zel’dovich signal–halo mass scaling relation.

The Sunyaev–Zel’dovich signal is characterised by the value of its spherically inte-

grated Compton parameter

dA(z)2Y500 =
σT
mec2

∫
PedV, (5.1)

where dA(z) is the angular diameter distance and the integration is done over a sphere

of radius r500. Throughout the Chapter, unless otherwise stated, the following quantity

is used:

Ỹ500 ≡ Y500E
−2/3(z)

(
dA(z)

500 Mpc

)2

, (5.2)

where E(z) ≡ H(z)/H0 =
√

Ωm(1 + z)3 + ΩΛ gives the redshift evolution of the

Hubble parameter H(z) in a flat ΛCDM Universe. Ỹ500 corresponds to the intrin-

sic Sunyaev–Zel’dovich signal self-similarly scaled to z = 0 and scaled to a fixed

angular diameter distance. The thermal Sunyaev–Zel’dovich signal is extracted us-

ing a multi-frequency matched filter (MMF; Herranz et al. 2002; Melin, Bartlett &

Delabrouille 2006), which is optimised in both frequency and angular space4 by as-

suming the known frequency dependence of the thermal Sunyaev–Zel’dovich effect

and the ‘universal pressure profile’ (Arnaud et al. 2010; hereafter A10), derived from

a combination of X-ray observations of the XMM–Newton REXCESS cluster sam-

ple (Böhringer et al., 2007). In order to mitigate the impact of dust on their results, the

Planck collaboration decided to use only the three lowest frequencies of the Planck HFI

instrument (see PIntXI for discussion). The matched filter is run in non-blind mode: it

uses the known position and size of the target LBG. Specifically, the stellar mass–halo

mass relation is used to get the median M200 as a function of LBG stellar mass, which

is then converted into aM500 assuming an NFW profile (Navarro, Frenk & White 1997)

and the Neto et al. (2007) mass–concentration relation. The resulting R500 is finally

4It maximises the signal-to-noise ratio of objects which follow the assumed spectral and spatial
templates.
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turned into a θ500 which is used to set the angular scale of the matched filter (see Planck

Early Results VIII, Planck Early Results IX, Planck Early Results XI and PIntXI for

details and discussion). The MMF then gives a measure of the strength of the Sunyaev–

Zel’dovich signal Ỹ500(i) and its associated measurement uncertainty σ̃θ500(i) for the

halo surrounding the ith galaxy. The measurement uncertainty takes into account the

statistical uncertainties due to astrophysical (e.g. primary CMB, dust) and instrumental

(e.g. beam smearing) noise, but not the uncertainties due to halo modelling (e.g. shape

of the pressure profile, size).

In order to make comparisons that are as like-with-like as possible, the Planck LBG

sample and its analysis have been mimicked. In brief, halo catalogues corresponding

to the maps described in Section 5.2.2 were constructed using a standard friends-of-

friends (FoF) algorithm run on the snapshot data. They contain the positions on the

map of the centre of mass, the angular size θ500 and the halo mass M500 of all the

haloes with z < 0.4 and M500 > 2 × 1013 M� (M500 > 1012 M�) for the large lower

resolution (smaller higher resolution) simulations. The redshift and mass thresholds

have been chosen such that the combination of the two sizes of simulations for the

same physical model results in a synthetic LBG catalogue. The simulated maps were

downgraded from their original 2.5 arcseconds resolution to a 0.83 arcminute resolu-

tion5. The effects of primary CMB, of the Planck beams and their associated noise

were then added to obtain six synthetic observations at the frequencies of the Planck

HFI instrument (100, 143, 217, 353, 545 and 857 GHz). The multi-frequency matched

filter which was used by the Planck collaboration for the analysis of the LBG sample

was then used on the synthetic observations. It was run by Jean-Baptiste Melin in a

non-blind mode using the positions and the size of the synthetic LBG halo catalogue.

The maps for the small higher resolution simulation, which are 1.25 degree on a side,

turned out to be too small for the MMF to work properly6. In order to circumvent

that problem, the sixteen realisations of the small higher resolution simulations were

stitched together to form a 5 degrees on a side map, i.e. it has the same size as an

individual map of the large lower resolution simulations. Finally, as cosmic variance

5which corresponds to 20 pixels at the original resolution
6The Planck collaboration is running the MMF on maps that are 10 degrees on a side.
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could potentially affect the results for the simulations7 as the simulated maps are only

5 degrees on a side, 25 different realisations of the primary CMB and of the instru-

mental effects were added to the ten quasi-independent maps used for the large lower

resolution simulation and to the combined map used for the small higher resolution

simulation before processing with the MMF in order to limit its impact. As many of

these realisations as was needed for having error bars that are comparable to the ob-

served ones have been used: this meant only two of the 25 realisations were required

for each of the ten maps for the large lower resolution simulation and twenty-five real-

isations of the combined map for the small higher resolution simulation.

Finally, for both simulations and observations, the Sunyaev–Zel’dovich signal is binned

by (stellar) mass with the bin-average signal and the corresponding uncertainty given

by (Planck Early Results VIII; Planck Early Results XI; PIntXI)

〈Ỹ500〉b =

∑Nb

i=1 Ỹ500(i)/σ̃2
θ500

(i)∑Nb

i=1 1/σ̃2
θ500

(i)
(5.3)

and

σ−2
b =

Nb∑
i=1

1/σ̃2
θ500

(i), (5.4)

where Nb is the number of galaxies in bin b. The integrated Sunyaev–Zel’dovich sig-

nal is often normalized by the self-similar integrated Sunyaev–Zel’dovich signal–mass

relation, as given in appendix B of A10:

Ỹ500,A10 = 9.07× 10−4

[
M500

3× 1014h−1
70 M�

]5/3

h−1
70 arcmin2 (5.5)

7It should not be an issue for the Planck LBG sample as the NYU-VAGC covers 7966 square degrees.
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5.3 The need for synthetic Sunyaev–Zel’dovich obser-

vations

The Planck LBG results are first compared to the intrinsic spherically integrated Sun-

yaev–Zel’dovich signal–mass relation of the simulated galaxy, group and cluster pop-

ulations for the four physical models used here. In figure 5.1, the intrinsic spherically

integrated Sunyaev–Zel’dovich signal–M500 relation is plotted for the various simula-

tions and compared to the Planck LBG result (PIntXI). The solid and dashed curves

respectively represent the mean and median relations in bins of M500 for the different

simulations. The z = 0 snapshots (i.e. no synthetic observations were used) of the

high resolution simulations were used below M500 = 2× 1013 M� and the production

runs above that threshold. The filled red circles with error bars represent the observa-

tional data of PIntXI. From this figure, it is readily apparent that, taken at face value,

the Planck LBG result seems to favour a close to self-similar Y500–M500 relation, as

obtained in non-radiative simulations (such as NOCOOL; red lines). This implies that

the haloes of galaxies, groups and clusters have gas fractions within r500 that are nearly

equal to the universal baryon fraction fb, which is in contradiction with X-ray obser-

vations (e.g. David et al. 2006; Vikhlinin et al. 2006; Pratt et al. 2009; Sun et al. 2009;

Lin et al. 2012).

But, Planck is not directly measuring the intrinsic three-dimensional spherically inte-

grated Sunyaev–Zel’dovich signal within r500: it makes use of a MMF (Melin, Bartlett

& Delabrouille 2006) which measures the two-dimensional flux within 5θ500 assum-

ing the known spectral shape of the thermal Sunyaev–Zel’dovich effect and that the

haloes follow the universal pressure profile of A10 (see Section 5.2.2 for details). The

two-dimensional flux within 5θ500 is then turned into a three-dimensional flux within a

sphere of radius r500 assuming both spherical symmetry and that the universal pressure

profile holds8.

8Using the universal pressure profile given in Section 5 of A10 and assuming spherical symmetry,
one gets: Y500 = Y5r500/1.796.
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Figure 5.1: The Y500 −M500 relation at z = 0. The filled red circles with error bars represent
the observational data of PIntXI. The solid and dashed curves (red, orange, blue and green)
represent the mean and median integrated Sunyaev–Zel’dovich signal–M500 relations in bins
of M500 for the different simulations, respectively. The high resolution simulations are used
below M500 = 2× 1013 M� and the production runs above that threshold. Taken at face value,
the Planck LBG result seems to favour a close to self-similar Y500–M500 relation, which is in
contradiction with X-ray observations.

In figure 5.2, the mean intrinsic spherically integrated Sunyaev–Zel’dovich signal–

M500 relation in bins of M500 is shown, both unweighted (solid lines) and weighted

(dotted lines; as given by equation 5.3), as well as the observational data (filled red

circles with error bars) and the results of the synthetic observations of the simulated

maps for z ≤ 0.4 (empty black diamonds). The integrated Sunyaev–Zel’dovich signals

have been normalised using the best-fitting scaling relation of A10 (see equation 5.5).
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Figure 5.2: The Y500 −M500 relation for z ≤ 0.4. The blue dashed and cyan dot-dashed lines
correspond to the best-fitting scaling relations of A10 and PIntXI, respectively. The solid and
dotted black curves correspond to the unweighted and weighted mean spherically integrated
Sunyaev–Zel’dovich signal–M500 relations in bins of M500 for the different simulations, re-
spectively. The filled red circles with error bars and empty black diamonds correspond to the
observational data of PIntXI and the results of the synthetic observations of the simulated maps,
respectively. The integrated Sunyaev–Zel’dovich signals have been normalised using the best-
fitting scaling relation of A10. The different panels correspond to the different physical models:
from NOCOOL (top left) to AGN 8.5 (bottom right) through REF (top right) and AGN 8.0 (bot-
tom left). The four panels use the high resolution simulations below M500 = 2× 1013 M� and
the production runs above that threshold. The MMF recovers the intrinsic Y500–M500 well,
with the exception of the lowest mass bin where it is biased high and the amplitude of the bias
between the Y500–M500 relation recovered by the MMF and the intrinsic one increases and
the bias starts at increasingly high masses when AGN feedback is included (and its intensity
increased).
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The different panels correspond to the different physical models: from NOCOOL (top

left) to AGN 8.5 (bottom right) through REF (top right) and AGN 8.0 (bottom left). The

four panels use the high resolution simulations below M500 = 2 × 1013 M� and the

production runs above that threshold.

While assuming spherical symmetry and that the ICM follows the universal pressure

profile is a reasonable approximation for the NOCOOL and REF simulations (top row)

– in the sense that the MMF (empty black diamonds) recovers the intrinsic Y500–M500

(black lines) well, with the exception of the lowest mass bin where it is biased high –

the amplitude of the bias between the Y500–M500 relation recovered by the MMF and

the intrinsic one increases and the bias starts at increasingly high masses when AGN

feedback is included (and its intensity increased; bottom row). It is worth pointing

out that the fact that the MMF recovers the truth for both NOCOOL and REF is not

really surprising as the simulations that were used to determine the universal pressure

profile (from Borgani et al. 2004, Nagai, Kravtsov & Vikhlinin 2007 and Piffaretti &

Valdarnini 2008) all included some prescription for radiative cooling, star formation

and feedback from supernovae (i.e. they are similar to the REF model).

5.4 Investigation of the likely causes for the bias

Likely causes for the bias uncovered in the previous Section are: (i) source confusion

at the low-mass end and (ii) deviation from the universal pressure profile at large radii.

They are investigated in turn in the following two Subsections.

5.4.1 Source confusion

The issue of source confusion in cluster surveys, and more specifically in Sunyaev–

Zel’dovich surveys (for which source confusion is expected to be more problematic

since the strength of the Sunyaev–Zel’dovich effect is redshift independent), especially

those using instruments with rather large beams (the Planck survey falls into that cat-
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egory with angular resolutions ranging from 5′ to 31′ depending upon the channel fre-

quency) has already been explored using simulations of various degrees of realism over

the past fifteen years (e.g. Voit, Evrard & Bryan 2001; White, Hernquist & Springel

2002; Hallman et al. 2007; Holder, McCarthy & Babul 2007). In brief, they all con-

cluded that confusion will be an issue for Sunyaev–Zel’dovich surveys of galaxies,

groups and low-mass clusters (M500 . 1014 M�). For instance, Voit, Evrard & Bryan

(2001) found using a back of the envelope calculation (using the Press–Schechter for-

malism) that the probability that any given line of sight will encounter a virialised

structure with kBT & 0.5 keV is of order unity and that the virialised regions of groups

and clusters cover over a third of the sky. Their use of the Hubble volume simulations

(e.g. Jenkins et al. 2001), which has the advantage over the analytic calculation of tak-

ing into account the clustering of virialised objects, corroborated their estimate of the

group and cluster covering factor.

Figure 5.3 shows the mean angular separation θ normalised by the angular size θ500

of the central object as a function of the central object’s M500. The central objects

are located at z ≤ 0.4 in order to mimic the LBG sample. The solid, dashed and

dot-dashed curves correspond to the distance to objects with Y500 > Y500,central object/3,

Y500 > Y500,central object/2 and Y500 > Y500,central object, respectively. The integrated Sunyaev–

Zel’dovich signal Y500 was computed approximately using the self-similar prediction:

Y500 ∝ M
5/3
500/d

2
A where dA is the angular diameter distance. Both panels use the high

resolution version of the AGN 8.0 simulation below M500 = 2× 1013 M� and the pro-

duction run above that threshold. Confusion is hence expected to be a source of large

scatter (it could be more than a 100 per cent) at the low-mass end for estimates of the

Sunyaev–Zel’dovich signal of individual haloes, as most of them have an object with

a similar Sunyaev–Zel’dovich brightness (either in the foreground or the background)

which overlaps with them in projection (i.e. θ/θ500 < 2). Note that this can lead to

both flux overestimation and underestimation as haloes with an overlapping neighbour

with a comparable Sunyaev–Zel’dovich signal will have their signal boosted (could

be up to doubled), whereas haloes with no overlapping neighbour with a comparable

Sunyaev–Zel’dovich signal could have their signal underestimated (or even become
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Figure 5.3: The mean separation as a function of the central object’s M500. The angular sep-
aration is normalised by the angular size θ500 of the central object. The central objects are
located at z ≤ 0.4. The solid, dashed and dot-dashed curves correspond to the distance to
objects with Y500 > Y500,central object/3, Y500 > Y500,central object/2 and Y500 > Y500,central object,
respectively. The integrated Sunyaev–Zel’dovich signal Y500 was computed approximately us-
ing the self-similar prediction: Y500 ∝ M

5/3
500 /d

2
A where dA is the angular diameter distance.

The high resolution version of the AGN 8.0 simulation is used below M500 = 2×1013 M� and
the production run above that threshold. Confusion is thus expected to become problematic for
individual objects.

undetectable) due to background overestimation.

While confusion is expected to result into sizeable errors in the recovered Sunyaev–

Zel’dovich signals of individual low-mass haloes, the recovered mean Sunyaev–Zel’do-

vich signal (from stacking a large number of systems in mass bins) can still be unbi-
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Figure 5.4: The Y500–M500 relation at z ≤ 0.4 for GNFW haloes. The blue dashed and
cyan dot-dashed lines correspond to the empirical best-fitting scaling relations of A10 (see
their equation 22) and PIntXI, respectively. The filled red circles with error bars represent
the observational data of PIntXI. The filled orange circles correspond to the unweighted mean
input Y500 (computed using the empirical best-fitting Y500−M500 of A10) in bins ofM500. The
empty green squares and magenta triangles with error bars correspond to the weighted mean
and errors for the maps generated by injecting the GNFW haloes corresponding to the input
Y500 at random positions with and without using the original thermal Sunyaev–Zel’dovich maps
from the NOCOOL simulation as background. The integrated Sunyaev–Zel’dovich signals have
been normalised using the best-fitting empirical scaling relation of A10. The high resolution
version of the NOCOOL simulation is used below M500 = 2× 1013 M� and the production run
above that threshold. The mean recovered signal is relatively insensitive to the presence of a
Sunyaev–Zel’dovich background when a large number of haloes are stacked.

ased. To test this hypothesis, haloes that were generated using a template based on the

universal pressure profile of A10 were injected into the original Compton y maps by
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Jean-Baptiste Melin. The results of this test are presented in figure 5.4. For each of the

haloes in the synthetic LBG catalogue of the NOCOOL simulation, the normalisation of

the profile (or equivalently Y500) was set using the empirical Y500−M500 relation of A10

(see their equation 22; dashed blue line). A new position was then drawn at random

and the flux distributions from all the haloes in the catalogue were combined in order

to generate a new Compton y map on which the MMF was run both with and without

using the original Compton y maps of the NOCOOL simulations as background. The

filled orange circles correspond to the unweighted mean input Y500 in bins ofM500. The

empty green squares and magenta triangles with error bars correspond to the weighted

mean and errors for the maps generated by injecting the generalised NFW (Nagai,

Kravtsov & Vikhlinin 2007; see Section 5.4.2) haloes corresponding to the input Y500

at random positions with and without using the original thermal Sunyaev–Zel’dovich

maps from the NOCOOL simulation as background. In order to limit the impact of the

added noise (see Section 5.2.2), a hundred realisations of the small higher realisation

simulation had to be used (instead of the usual 25) and 25 realisations were used for

the large lower resolution simulation. The obtained results are consistent with there

being no effects of uncorrelated confusion over the whole mass range (as the magenta

and green symbols are consistent within their error bars with their input values) when

a large number of haloes are stacked. The mean recovered signal is thus relatively

insensitive to the presence of a Sunyaev–Zel’dovich background. This insensitivity to

uncorrelated structures could be due to the fact that the MMF does not use the k = 0

mode (which corresponds to the constant mean y value of the map).

To summarise, the effects seen in both the observations and the simulations, especially

at the low-mass end, must therefore be due to: (i) some mismatch between the intrinsic

halo properties at large radii and the universal pressure profile and/or (ii) correlated

confusion.
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5.4.2 Deviations from the universal pressure profile

In order to convert the signals measured within 5θ500 into Y500, the Planck collaboration

had to assume that the pressure profile is known and given by the universal pressure

profile of A10. Their estimates of Y500 are therefore only reliable if the assumed pres-

sure profile reasonably describes the pressure profiles of the observed systems over

the whole mass and radial ranges probed by the Planck observations. In this Section,

the extent to which the simulated pressure profiles deviate from the universal pressure

profile and its potential consequences for the Y500 −M500 relation are thus explored.

The generalised NFW (GNFW) model, first introduced by Nagai, Kravtsov & Vikhlinin

(2007), was shown by simulations (e.g. Nagai, Kravtsov & Vikhlinin 2007; Kay et al.

2012) and observations (e.g. Mroczkowski et al. 2009; Arnaud et al. 2010; Plagge et al.

2010; Sun et al. 2011; Planck Intermediate Results V; Sayers et al. 2013; McDonald

et al. 2014) alike to provide a reasonable description of the pressure profiles of groups

and clusters (mostly local but the McDonald et al. 2014 sample of 80 clusters selected

from the SPT 2500 deg2 survey and followed up with Chandra covers the 0 ≤ z ≤ 1.2

redshift range). This model has five free parameters (see Nagai, Kravtsov & Vikhlinin

2007):
P (r)

P500

=
P0

(c500r/r500)γ[1 + (c500r/r500)α](β−γ)/α
, (5.6)

where

P500 ≡ ne,500kBT500 (5.7)

=
500fbρcrit(z)µmpGM500

µemH2r500

, (5.8)

where fb ≡ Ωb/Ωm is the universal baryon fraction, µ and µe are the mean molecular

weight and the mean molecular weight per free electron, respectively. Nagai, Kravtsov

& Vikhlinin (2007) justified the choice of this particular functional form by the fact

that the gas pressure distribution is primarily determined by the gravitational dominant

dark matter, in which the gas is in hydrostatic equilibrium, and whose density has been

shown to follow the NFW profile (e.g. Navarro, Frenk & White 1997).
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Figure 5.5: Mass-weighted pressure profiles for the AGN 8.0 model. The eight panels corre-
spond to eight different mass bins (increasing from top left to bottom right). The bottom part
of each panel shows the residuals of the best-fitting profiles. The top row uses the high res-
olution simulation whilst the bottom three use the standard resolution one. The black filled
circles with error bars correspond to the median profile in the corresponding mass bin and the
error bars encompass 68 per cent of the systems. The solid blue, cyan, orange, magenta and
red lines correspond to the universal pressure profile of the appendix B of A10, the best-fitting
GNFW functional form with all the parameters left free to vary, the best-fitting GNFW form
but with the concentration now a power-law of mass, the best-fitting GNFW form but with the
normalization now a power-law of mass, and the best-fitting GNFW form but with the con-
centration and normalisation now power-laws of mass, respectively. The shape of the pressure
profiles is quite strongly mass-dependent and two of the GNFW coefficients thus have to be
made mass-dependent in order to get a decent fit over the whole radial and mass ranges when
AGN feedback is included.
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Figure 5.5 shows the dimensionless mass-weighted pressure profiles for the AGN 8.0

model in eight different mass bins (increasing from top left to bottom right; the same

bins were used for binning the Sunyaev–Zel’dovich signal in Figs. 5.2 and 5.4). The

radii are normalised by r500 and the pressures by P500. Note that in order to further

reduce the dynamic range of the y-axis, P/P500(r/r500)2 is plotted. Note that the X-

ray pressure profiles of the simulated groups and clusters from cosmo-OWLS have

already been compared to the X-ray observations of Sun et al. (2011) (groups) and

Arnaud et al. (2010) (clusters) by McCarthy et al. (2014), who found that the fiducial

AGN model (AGN 8.0) under consideration here reproduces the pressure profiles of

both groups and clusters well. The black filled circles with error bars correspond to the

median profile in the corresponding mass bin and the error bars encompass 68 per cent

of the systems. The solid blue, cyan, orange, magenta and red lines correspond to the

universal pressure profile of the appendix B of A10, the best-fitting GNFW functional

form with all the parameters left free to vary, the best-fitting GNFW form but with the

concentration now a power-law of mass of the form c500 = c500,0(M500/1014 M�)δ,

the best-fitting GNFW form but with the normalisation now a power-law of mass of

the form P0 = P0,0(M500/1014 M�)ε, and the best-fitting GNFW form but with the

concentration and normalisation now power-laws of mass, respectively. The bottom

part of each panel shows the residuals of the best-fitting profiles. The functional forms

were fitted simultaneously to the eight median profiles with their error bars (i.e. to the

filled black circles with error bars). The best-fitting parameters for the final model

which has both the concentration and normalisation varying as power-laws of mass

for the four cosmo-OWLS models used here and for both mass-weighted and median

pressure profiles are listed in Table 5.2. From this figure, it is clear that the shape of the

pressure profiles is quite strongly mass-dependent and that it is therefore necessary to

make two of the GNFW coefficients (the normalisation and the concentration) mass-

dependent in order to get a decent fit over the whole radial and mass ranges when AGN

feedback is included. It is especially the case within r500 and for the low-mass systems.

In figure 5.6, the mean intrinsic spherically integrated Sunyaev–Zel’dovich signal–

M500 relation in bins of M500 is shown, both unweighted (solid lines) and weighted
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(dotted lines; as given by equation 5.3), as well as the observational data (filled red cir-

cles with error bars) and the results of the synthetic observations of the simulated maps

for z ≤ 0.4 (empty black diamonds) when using a MMF that assumes the best-fitting

mass-dependent mass-weighted pressure profile for the AGN 8.0 simulation. The inte-

grated Sunyaev–Zel’dovich signals have been normalised using the best-fitting scaling

relation of A10 (see equation 5.5). The high resolution simulation was used below

M500 = 2× 1013 M� and the production run above that threshold. The only difference

between figures 5.6 and 5.2 is the spatial template assumed by the MMF used for the

synthetic observations (depicted by empty diamonds with error bars in both figures):

for figure 5.2, the universal pressure profile of A10 was used, whereas in figure 5.6,

the best-fitting mass-dependent mass-weighted pressure profile for the AGN 8.0 simu-

lation was employed. When the mass-dependent best-fitting pressure profile obtained

using the AGN 8.0 simulation is used as a spatial template by the matched filter and

to compute the conversion factor from Y5r500 into Y500 (by numerically integrating the

best-fitting pressure profile in each of the eight mass bins) for each of the eight mass

bins used to stack the simulation results, the bias between the fluxes recovered by the

MMF and the intrinsic ones which was striking for the AGN 8.0 model in figure 5.2 has

now mostly disappeared (at least within the errors), even at the low-mass end. Similar

results are obtained when the best-fitting median pressure profile (not shown here) is

used instead. Hence, the majority of the bias is due to a shape mismatch between the

halo properties and the universal pressure profile, especially at large radii and low

masses.
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Figure 5.6: The Y500 − M500 relation for z ≤ 0.4. The blue dashed and cyan dot-dashed
lines correspond to the best-fitting scaling relations of A10 and PIntXI, respectively. The solid
and dotted black curves correspond to the unweighted and weighted mean spherically inte-
grated Sunyaev–Zel’dovich signal–M500 relations in bins of M500 for the AGN 8.0 simulation,
respectively. The filled red circles with error bars and empty black diamonds correspond to
the observational data of PIntXI and the results of the synthetic observations of the simulated
maps, respectively. The extraction was made using a MMF that assumes the mass-dependent
best-fitting mass-weighted pressure profile obtained for the AGN 8.0 simulation. The Y5r500

to Y500 conversion factor for the fluxes extracted with the MMF was computed by integrat-
ing the best-fitting pressure profile in each of the eight mass bins as the conversion factor is
now mass-dependent. The integrated Sunyaev–Zel’dovich signals have been normalised using
the best-fitting scaling relation of A10. The high resolution version of AGN 8.0 was used be-
low M500 = 2 × 1013 M� and the production run above that threshold. The majority of the
bias is due to a shape mismatch between the halo properties and the universal pressure profile,
especially at large radii and low masses.
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5.5 Summary and Discussion

The cosmo-OWLS suite of cosmological hydrodynamical simulations described in de-

tail in Chapter 2 was exploited to detect and attempt to explain the origin of the po-

tential biases in the results obtained by the Planck collaboration when stacking SDSS

galaxies to extend the integrated Sunyaev–Zel’dovich signal–total mass scaling rela-

tion down to galaxy masses. cosmo-OWLS constitutes an extension to the OWLS

project (Schaye et al. 2010) whose aim is to aid the interpretation and analysis of

large-scale structure surveys.

From the analysis presented here, the following conclusions are reached:

1. Taken at face value, the Planck result seems to favour a close to self-similar

Y500 −M500 relation (figure 5.1), implying that the haloes of galaxies, groups

and clusters all have a gas fraction within r500 which is close to the universal

baryon fraction and independent of mass. This is in contradiction with X-ray

observations.

2. The multi-frequency matched filter (MMF) used by the Planck collaboration re-

covers fluxes which are biased increasingly high as feedback intensity increases

(figure 5.2). Likely causes for the bias are: (i) source confusion at the low-mass

end and (ii) deviations from the universal pressure profile at large radii, which

were both examined.

3. Even though confusion has long been predicted to be an issue in the group

and galaxy regimes for Sunyaev–Zel’dovich surveys with large beams and was

expected to become problematic at the low-mass end (Figure 5.3), the MMF

is able on average (over a large number of systems) to recover haloes gener-

ated using the universal pressure profile even in the presence of a Sunyaev–

Zeld’dovich background, which rules out the uncorrelated component of confu-

sion (figure 5.4).

4. When a mass-dependent best-fitting pressure profile obtained for one of the sim-

ulations (figure 5.5 and table 5.2) is used as a spatial template by the MMF, the
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fluxes recovered for that simulation are mostly unbiased with respect to the in-

trinsic three-dimensional Y500 −M500 relation of that simulation (figure 5.6). A

shape mismatch is thus mostly responsible for the bias.

X-ray observations have consistently shown the existence of a strong trend of hot gas

mass fraction with halo mass, such that galaxy groups are significantly hot gas depleted

compared to the universal baryon fraction (e.g. Gastaldello et al. 2007; Pratt et al. 2009;

Sun et al. 2009). The stellar fractions, measured using deep optical and near-infrared

observations, are not sufficient to account for the missing baryons (e.g. Giodini et al.

2009; Leauthaud et al. 2012; Sanderson et al. 2013; Budzynski et al. 2014). Studies

of local galaxies (such as the Milky Way and Andromeda) using absorption lines (e.g.

Miller & Bregman 2013) suggest that this trend continues down to lower halo masses,

signalling that low-mass haloes are lacking the vast majority of their universal share of

baryons. Hydrodynamical simulations that include the effects of efficient AGN feed-

back can produce the steep trends in gas and baryon fractions with halo mass implied

by the X-ray and optical observations (e.g. Chapter 2). The supermassive black holes

that are thought to power the AGN have sufficient rest-mass energy for generating such

a steepening, but there is no guarantee that they are in fact doing it (i.e. the coupling

efficiency of the AGN radiation to the surrounding gas could be close to zero, and the

resulting AGN feedback would then be extremely ineffective). Unfortunately, the feed-

back efficiency cannot yet be predicted from first principles. Nevertheless, numerous

recent simulation studies (e.g. Bhattacharya, Di Matteo & Kosowsky 2008; Puchwein,

Sijacki & Springel 2008; Fabjan et al. 2010; McCarthy et al. 2010; Stanek et al. 2010;

McCarthy et al. 2011; Planelles et al. 2013; Short, Thomas & Young 2013; Planelles

et al. 2014) have shown that efficient AGN feedback seems to be required to explain

many observations. The gas mass fraction trend (and hence the Sunyaev–Zel’dovich

signal–total mass scaling relation) is therefore a fundamental test of the whole AGN

feedback paradigm.

The Planck stacked Sunyaev–Zel’dovich analysis thus came to the rather surprising

conclusion that the Y500 − M500 relation was approximately self-similar all the way

from massive galaxy clusters down to the haloes of individual galaxies not much more
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massive than the Milky Way. As YSZ ∝MgasTmw, and the temperature should always

be close to the virial temperature, as to first order, it is set by the depth of the gravi-

tational potential which is dominated by dark matter (see for instance McCarthy et al.

2010; see also Chapter 2), the simplest interpretation of the Planck results is that the

gas fraction is constant and close to the universal baryon fraction. The Planck col-

laboration make that assumption when they integrate the halo mass function down to

M500 = 4 × 1012 M� to reach the conclusion that they have detected about a quarter

of all the cosmic baryons in the form of hot gas trapped in dark matter haloes.

Since the simulations used here require efficient and energetic AGN feedback to re-

produce a variety of observed properties of groups and clusters (from X-ray to optical,

through Sunyaev–Zel’dovich; see Chapter 2 and McCarthy et al. 2014), the veracity

of the Planck results has been checked. In order to check for the impact of potentially

important biases, the Planck analysis has been reproduced using the same methods

applied to synthetic Sunyaev–Zel’dovich observations. This was conducted in a blind

way as the ‘true’ answer (three-dimensional integrated signal from the original sim-

ulation) for a given halo was not known when the Planck matched filter was run by

Jean-Baptiste Melin on the simulated maps. The shape of the matched filter turned

out to be critically important, which, in hindsight, is not surprising as the Planck col-

laboration and other ongoing Sunyaev–Zel’dovich experiments with large beams are

trying to determine the integrated Sunyaev–Zel’dovich signal within a region that is

about 125 times smaller (in terms of volume) than the beam within which the mea-

surement is in fact being conducted. The integrated Sunyaev–Zel’dovich signal within

r500 (and thus the implied gas mass fraction) therefore cannot be reliably determined as

it strongly depends upon the shape of the spatial template used for the matched filter.

Hence, X-ray observations are in fact entirely consistent with the Planck results. To

date, observational constraints on the shape of the gas pressure profiles beyond r500 (or

even within r500 for haloes with M500 . 1013 M�) are basically non-existent.

Nevertheless, it is important to note that Planck has really detected an important frac-

tion of the hot baryon content of the Universe as they have basically found hot gas

fractions that are close to the universal baryon fraction, but within 5r500 (which cor-
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responds to the aperture within which the Sunyaev–Zel’dovich measurements were

made) and not r500. This is then fully consistent with the predictions of the AGN

feedback models (even for the most efficient ones).

A testable prediction is that future high-resolution Sunyaev–Zel’dovich experiments

(such as SPT-3G and Advanced ACTpol), which will have sufficient angular resolution

to measure the signal within r500 and will be sensitive enough to measure the Sunyaev–

Zel’dovich signal of galaxy groups as well as galaxy clusters, should measure a bend

in the Y500 −M500 relation similar to the one observed in the Mgas −M500 relation, as

inferred from X-ray observations.



Chapter 6

XXL selection function

Ian McCarthy generated the X-ray images (in both broad and narrow bands). Lorenzo

Faccioli transformed the provided X-ray maps into synthetic XMM–Newton images,

ran the XXL detection pipeline on them and provided a list of detected galaxy clusters.

Amandine Le Brun generated the truth halo and subhalo catalogues, matched them to

the list of detected sources and computed the survey selection function.

6.1 The XXL project

The XXL project1 is the largest survey approved so far on the ESA XMM–Newton X-

ray telescope (6.78 Ms in total spread over 541 XMM–Newton observations). It is prob-

ing two contiguous 25 square degrees fields, mosaicked with 10 ks XMM–Newton ex-

posures (in mosaic mode), to a sensitivity of ∼ 5 × 10−15 erg s−1 cm−2 (Pierre et al.

in preparation), which roughly corresponds to a depth of z ∼ 1.5 − 2 for clusters

and z ∼ 4 for AGNs. Its multi-wavelength follow-up has been ongoing for the past

few years (Optical, near-infrared, Sunyaev–Zel’dovich,. . . ). Several hundred clusters

and up to 30,000 AGNs are expected to be found (Pierre et al. 2011; Pierre et al. in

preparation). The X-ray observations started mid-2011 and were finished mid-2013.

The main goal of the survey is to use the evolution of a well-defined cluster sample

1http://irfu.cea.fr/xxl

146
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to obtain competitive constraints on the nature of Dark Energy (see Pierre et al. 2011

for the forecasting of the survey ability to do so). In addition, it has the characteris-

tics required to improve our knowledge of the physics of galaxies, galaxy clusters and

AGNs.

Figure 6.1: Sensitivity–covered area plane for past, ongoing and future X-ray cluster surveys.
The eRosita surveys are represented as a solid red lines, whilst cyan, orange, green, blue and
purple depict past and ongoing surveys conducted with Einstein, HEAO-1, ROSAT, XMM–
Newton and Chandra, respectively. Figure taken from Merloni et al. (2012).

Figure 6.1 presents the loci in the sensitivity–covered area plane of a variety of past,

ongoing (including XXL which is denoted as XMM-XXL) and future X-ray cluster

surveys. The XXL project is therefore a compromise between (contiguous) covered
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area and sensitivity.

6.2 On the importance of a well-known selection func-

tion for constraining cosmology with galaxy clus-

ters

As already mentioned in Section 1.2, galaxy clusters can be used to constrain some

of the cosmological parameters and in particular, the dark energy equation of state

and its potential time evolution. The main quantities that can be used for that are the

redshift evolution of the cluster number density (dn/dz), or of the cluster mass function

(dn/dM/dz) (e.g. Allen et al. 2008; Vikhlinin et al. 2009a; Allen, Evrard & Mantz

2011; Pierre et al. 2011) as well as the baryon fractions. Such studies have to satisfy

two fundamental requirements: (i) the cluster sample has to be well-characterised, i.e.

it has to have a well-known selection function and (ii) cluster masses have to be reliably

determined (e.g. from well-calibrated/understood mass-observable relations), as mass

is the only independent variable in structure formation theory. The selection function

describes the completeness and the purity of the observational sample as a function of

the intensity of the observed signal and redshift of the object.

The utmost importance of these two requirements owes to the fact that they both di-

rectly enter the cluster modelling of, for instance, the cluster number counts and mass

function (Pierre et al. 2011) as follows. The redshift evolution of the cluster number

density can be expressed as:

dn

dz
= ∆Ω

d2V

dΩdz

∫ ∞
0

P (M, z)
dn (M, z)

d logM
d logM (6.1)

where ∆Ω is the survey beam angular size, d2V
dΩdz

= c
H0

(1+z)2d2A(z)

E(z)
is the cosmological

volume factor for a FLRW metric, P (M, z) is the survey selection function and the
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comoving density of haloes of mass M , dn/d logM , is given by:

dn(M, z)

d logM
= − ρ̄m

M

d log σ

d logM
f(σ, z) (6.2)

where ρ̄m is the present time value of the mean matter density, σ(M, z) is the rms

fluctuation of the density contrast and f(σ, z) is the multiplicity function (e.g. from

Tinker et al. 2008 which is calibrated using DM-only N-body simulations).

One of the ways to meet these two requirements is to use synthetic surveys from

cosmological simulations. The remainder of this Chapter describes how synthetic

XXL survey fields were generated (Section 6.3), processed in the same way as the

‘real’ XXL fields (Section 6.4), as well as how the detected clusters were matched to

their counterparts in the input halo catalogue (Section 6.5) in order to obtain the survey

selection function P (M, z).

6.3 An example of a synthetic XXL survey field

A set of ten synthetic XXL fields with their associated X-ray images, such as the one

presented on figure 6.2, have been generated, for each of the cosmo-OWLS physical

models and for both the WMAP7 and Planck cosmologies, as follows:

1. The depth redshift zend was chosen so as to avoid replications across the line of

sight (see Section 4.2) for a 5 × 5 square degrees survey (which corresponds to

the size and geometry of a single XXL field).

2. The simplest method for generating light cones was used to generate the gas light

cones as it offers the best compromise between computing time and preservation

of the clustering at large scales (see Section 4.4).

3. Cold (T ≤ 105.2 K) and dense gas particles are prevented from emitting X-rays.

4. As X-ray emission comes from thermal bremsstrahlung and line emissions (from

recombination of heavy elements), the X-ray count rate of particle k is given by
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Figure 6.2: Synthetic X-ray image of the hot gas for a 5× 5 square degrees survey with depth
redshift zend = 3.0 of the AGN 8.0 WMAP7 simulation.

(e.g. Sarazin 1986):

RX,k = ne,knH,kΛkVk (6.3)

where Vk = mgas/ρgas is the volume occupied by particle k, ne and nH are the

number densities of electrons and hydrogen atoms respectively, and Λk is the

cooling function (in count units).

5. Following McCarthy et al. (2010) and Chapter 2, Λ is computed by interpolating

pre-computed tables for the X-ray soft band2 for each of the 11 elements, whose

20.5–2.0 keV in the observer frame
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abundances are self-consistently followed by the simulation code. The tables

were generated with the Astrophysical Plasma Emission Code (APEC; Smith

et al. 2001)3.

6. The X-ray photon rates are turned into count rates per unit area by using the

luminosity distance to particle k which are then SPH interpolated onto 2.5′′ on

a side square pixels to become count rates per unit area per unit solid angle (in

units of photon per s per cm2 per square arcminute).

The generated X-ray images are still idealised realisations of the XXL fields, in the

sense that they, among others, do not contain point sources (X-ray AGN), particle back-

ground, Galactic absorption, Milky Way foreground and instrumental effects. These

effects were added by Lorenzo Faccioli using the XMM–Newton simulator (developed

by Jean-Luc Sauvageot) as follows:

1. Count rates per unit area per square arcminute were converted into number of

counts per unit area per square arcminute by assuming a 10 ks exposure.

2. Galactic absorption was corrected for following Morrison & McCammon (1983).

It roughly corresponds to dividing the count rates by a constant factor of∼ 1.09.

3. The number of counts per unit area per unit solid angle in each pixel was scaled

by the ratio of the number of counts from a bremsstrahlung spectrum with T = 3

keV, Z = 0.3 Z� and z = 0.5 to the counts of a delta function spectrum at 1 keV.

They were both determined using the online WebSpec4 tool. This ratio is smaller

than one (it is ∼ 0.85) and the ‘surviving photons’ are assigned an energy equal

to 1 keV5.

4. It includes a spatially-uniform particle background with an energy distribution

that follows a spectrum taken during a 200 ks XMM–Newton observation with

3http://cxc.harvard.edu/atomdb/
4http://heasarc.gsfc.nasa.gov/webspec/webspec.html
5This is no longer necessary as Lorenzo Faccioli has now been provided with a set of 15 images per

25 square degrees field in bands of width 0.1 keV for the energy range 0.5–2.0 keV.
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Figure 6.3: Synthetic X-ray image of the hot gas for the 5×5 square degrees survey with depth
redshift zend = 3.0 shown on figure 6.2 with the XMM–Newton pointings overlaid. The cyan
circles correspond to the inner 13′ of the 15′ radius XMM–Newton pointings. The red and green
crosses correspond respectively to the C1 (109 of them) and C2 (107 of them) clusters detected
by the XXL pipeline, respectively. Figure courtesy of Lorenzo Faccioli.

the filter in position CLOSED (i.e. it is free from X-ray photons) and in the

absence of flares.

5. The photon energy, spectral response, pixel size and effective area of the XMM–

Newton instruments, the characteristics of the THIN filter, the vignetting, the

energy-dependent point spread function, as well as the bad pixels and the gaps

between CCDs for each of the three EPIC XMM–Newton detectors used for

XXL (i.e. the two MOS detectors and the PN detector) were taken into account
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and event lists which only contain the photons in the 0.5–2.0 keV band were

created.

6. The AGN background was added following the observed logN − logS from

Moretti et al. (2003). 80 536 AGN are uniformly distributed down to a flux limit

of 10−16 erg s−1 cm−2 with a spectral energy distribution which is assumed to be

a power law (in energy) with the typical power-law index of −1.9 (e.g. Marconi

et al. 2004).

7. The event lists were turned into 0.5–2.0 keV images for each of the three detec-

tors and into exposure maps using the latest calibration files.

6.4 The XXL detection pipeline

The XXL detection pipeline, which was then run by Lorenzo Faccioli on the synthetic

XMM–Newton X-ray images, is an improved version of the one that was developed for

the XMM Large-Scale Structure (XMM-LSS; which served as a pilot to the XXL sur-

vey) survey by Pacaud et al. (2006) (see also Clerc et al. 2012). In brief, when run on

simulated images, it works as follows:

1. The simulated images for the three detectors are combined into a single image.

2. It then uses the approach advocated and extensively tested by Valtchanov, Pierre

& Gastaud (2001), which combines wavelet filtering using the task MR FILTER

of the multi-resolution package MR/1 (Starck, Murtagh & Bijaoui 1998) and

source detection using SEXTRACTOR (Bertin & Arnouts 1996). The primary

source catalogues (for both point and extended sources) are created by running

SEXTRACTOR on the wavelet-filtered image. In order to avoid edge effects,

SEXTRACTOR is only run on the inner 13’ of the 15’ radius XMM–Newton point-

ings (shown as cyan circles on figure 6.3).

3. The properties of the sources detected by SEXTRACTOR are determined using an

improved version of the maximum likelihood profile fitting procedure XAMIN
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which was designed for XMM-LSS by Pacaud et al. (2006). It determines 38

parameters, among which are the detection likelihood (DET ML), extent (EXT)

and extent likelihood (EXT LIKE) of each detected source by fitting (i) a point-

source model convolved with the analytic XMM–Newton point spread function,

taken from the XMM–Newton calibration data base and then an extended source

profile, and (ii) a spherically symmetric β-model (Cavaliere & Fusco-Femiano

1976) given by SX(r) ∝ [1 + (r/rc)
2]−3β+1/2 with β set to the canonical value

of 2/3 convolved with the XMM–Newton point spread function. The likelihood

of the fits is computed using a modified version of the C-statistic (Cash 1979),

which is then used to choose the best-fitting model. The extent likelihood is

obtained by computing the difference between the C-statistics of the best-fitting

point-like and extended source models.

4. Finally, based on the values of the extent, extent likelihood and detection like-

lihood parameters determined by XAMIN, the sources detected by SEXTRAC-

TOR are classified in three main categories (see Pacaud et al. 2006; Clerc et al.

2012; Pierre et al. in preparation): (i) ‘real’ point sources with DET ML > 15

as this threshold was shown to be the best compromise between purity and com-

pleteness by Pacaud et al. (2006), (ii) C1 extended sources which should have a

negligible contamination by misclassified point sources are selected as fulfilling

simultaneously the following three conditions: DET ML > 32, EXT > 5′′ and

EXT LIKE > 33, and (iii) C2 extended sources which could be contaminated

by point sources at the 50 per cent level correspond to sources with EXT > 5′′,

EXT LIKE > 15 and no constraint on DET ML.

The outputs of the XXL detection pipeline for each of the ten synthetic surveys gen-

erated using the AGN 8.0 WMAP7 simulation which were provide by Lorenzo Faccioli

contain for each of the sources classified as either C1 or C2: (i) the RA and Dec (in

2.5′′ pixel coordinates) of the centre of the detected source (as determined by SEX-

TRACTOR), (ii) the count rate, (iii) the core radius and (iv) whether the source was

classified as a C1 or C2.



6.5. Halo matching and computation of the survey selection function 155

6.5 Halo matching and computation of the survey se-

lection function

The outputs from the XXL detection pipeline described in the previous section were

matched to halo and subhalo catalogues (hereafter truth catalogues) generated espe-

cially for this purpose. A constant matching radius Rmatch was discovered by experi-

mentation not to be a pertinent choice, while a matching radius which depends on the

angular size of the candidate (sub)haloes in the truth catalogues turned out to be much

more appropriate. The matching was also attempted in terms of subhaloes instead of

haloes since it became evident, by visual inspection of the haloes that overlap with the

detected clusters, that the pipeline is also detecting substructures (e.g. groups in the

process of merging to form a cluster). The selection function should thus be computed

using the matching to the truth subhalo catalogues. Nevertheless, for the sake of com-

pleteness, the results of both the halo and the subhalo matching and the corresponding

selection functions will be presented here.

The truth catalogues for both haloes and subhaloes were generated as follows:

1. The haloes and subhaloes with M500 ≥ 1012 M� were extracted from the halo

and subhalo light cones that correspond to the ten X-ray maps (i.e. the same

random transformations have been applied to the halo and subhalo catalogues as

outputted by SUBFIND and to the gas particles taken directly from the snapshots).

Note that the subhaloes do not have a value of M500 associated to them. To get

around this, a power-law of the form Vmax = 10A(M500/1014 M�)α where Vmax

is the subhalo’s maximum circular velocity was fitted for each snapshot with

z ≤ 3.0 using the central subhaloes of the AGN 8.0 WMAP7 simulation and used

to assign a M500 to all the subhaloes (both central and satellites) contained in

the light cones. Vmax was chosen (the subhalo mass Msub could also in principle

have been used) as it is expected to be the quantity the least affected by e.g. tidal

stripping and thus a more robust proxy of the subhalo’s M500 at infall.

2. As SEXTRACTOR was only run on non-overlapping 13′ radius ‘pointings’ (they
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are separated by 30′ and depicted by cyan circles on figure 6.3), only the (sub)haloes

with their centre not more than Rmatch outside of the boundaries of a pointing

were included in the truth catalogues (i.e. they have to at least overlap with a

pointing). These (sub)haloes are the ones used to compute the number of possi-

ble of possible matches N(M500, z) as a function of mass and redshift as shown

on figures 6.4 for haloes and 6.6 for subhaloes, respectively.

3. The bolometric luminosity of the (sub)haloes is computed assuming the median

BCES (Akritas & Bershady 1996) orthogonal Lbol − M500 relation corrected

for Malmquist bias of Pratt et al. (2009) Lbol = 1.38 × 1044E(z)7/3(M500/2 ×

1014 h−1
70 M�)2.08 h2

70 erg s−1 and then turned into their bolometric flux fbol and

surface brightness Sbol using the luminosity distance dL to the (sub)halo in the

light cones and its angular size θ500 = R500/dA where dA is the angular diameter

distance to the (sub)halo in the light cones. Only the (sub)haloes with fbol >

10−16 erg s−1 cm−2 (which roughly corresponds to the point-source sensitivity

of the EPIC instruments of XMM–Newton6) are considered as potential matches.

For each detected cluster (either C1 or C2), the matching to the truth catalogues is then

done as follows:

1. The distance between the position of the detected cluster (as measured by SEX-

TRACTOR) and the centre of the (sub)haloes needs to be smaller than the match-

ing radius Rmatch. By experimentation, Rmatch = 0.25θ500 was found to lead to

a good compromise between completeness and purity.

2. The (sub)haloes also need to have fbol > 10−16 erg s−1 cm−2.

3. They then need to have their centre not more than Rmatch outside of a pointing.

4. Finally, the matching (sub)halo is the one with the maximum bolometric flux

amongst all the (sub)haloes (if any) that fulfil the previous three criteria.

6http://xmm.esa.int/external/xmm user support/documentation/uhb 2.5/node38.html
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Figure 6.4: Number of possible matches forRmatch = 0.25θ500 using the halo truth catalogues
of the AGN 8.0 WMAP7 simulation.

Note that criteria 2 and 3 are enforced when constructing the truth catalogues. The

maximum bolometric flux criterion was found by visual inspection of the matches to

lead to reliable matches more frequently than an analogous maximum surface bright-

ness criterion. It is worth noting that when using the maximum surface brightness

criterion to determine the matching (sub)halo, the (sub)haloes matched C1 and C2

populations are found to extend to slightly higher redshift than in the maximum flux

case.

The ten maps and their corresponding truth catalogues were combined for computing

the selection function P (M500, z) and the number of systems that could have been de-



6.5. Halo matching and computation of the survey selection function 158

Figure 6.5: Selection function for Rmatch = 0.25θ500 using the halo truth catalogues of the
AGN 8.0 WMAP7 simulation.

tected N(M500, z) in order to improve the statistics (especially at the high-mass end).

N(M500, z) was computed by binning in total mass (using ∆ log10M500 = 0.2) and

redshift (using ∆z = 0.2) all the (sub)haloes withM500 ≥ 1012 M� whose centre is not

more than Rmatch outside the limits of a pointing in the ten (sub)halo catalogues. The

results for the haloes and subhaloes using a matching radiusRmatch = 0.25θ500 are dis-

played in figures 6.4 and 6.6, respectively. The C1 and C2 populations were considered

jointly for computing the selection function P (M500, z). In order to do so, the number

of unique (sub)haloes7 that match the detected combined C1 and C2 populations for the

7The same (sub)halo can be matched to several of the detected clusters (irrespective of their C1 or
C2 classification) but should not be counted several times for the computation of the selection function
since, especially in the case of subhaloes, it should not be ‘detected’ more than once.
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ten maps considered simultaneously were binned in total mass (using ∆ log10M500 =

0.2) and redshift (using ∆z = 0.2). The resulting Nunique match(M500, z) was then di-

vided by N(M500, z) to obtain the selection function P (M500, z), which is shown in

figures 6.5 and 6.7 when using a matching radius Rmatch = 0.25θ500 in the case of

haloes and subhaloes, respectively.

The two pairs of figures (figures 6.4 and 6.5 and figures 6.6 and 6.7) suggest that: (i)

XXL does not find groups less massive than log10[M500(M�)] ∼ 13.5 for z > 0.2 and

even at z < 0.2, it is finding only a very small fraction of this population, (ii) XXL is

best at finding low-mass clusters with 14.0 . log10[M500(M�)] . 14.5 at z . 0.75,

where it is detecting about 60-70 per cent of these, and (iii) the pipeline is missing

a few very massive, nearby systems (see green and purple/magenta pixels in bottom

right of figures 6.5 and 6.7), as is already evident visually on figure 6.3.

Increasing the matching radius to Rmatch = 0.5θ500 does not affect the combined re-

sults much. The differences between the selection functions computed using haloes

and subhaloes are also limited to: (i) detecting slightly more high-mass (log10[M500(M�)] ∼

14.25) systems at z ∼ 1 and (ii) slightly fewer high-mass (log10[M500(M�)] ∼ 14.5)

systems at z ∼ 0 when subhaloes are used for the matching.

In the near-future, some more work will need to be conducted in order to:

1. Verify that the detected population looks similar to the real population detected

by XXL. This will give us more confidence in the P (M500, z) obtained using the

simulations.

2. Fold the selection function obtained using the simulations into the cosmological

analyses.

3. Assess the impact of selection on the determined scaling relations and their evo-

lution.
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Figure 6.6: Number of possible matches for Rmatch = 0.25θ500 using the subhalo truth cata-
logues of the AGN 8.0 WMAP7 simulation.
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Figure 6.7: Selection function for Rmatch = 0.25θ500 using the subhalo truth catalogues of the
AGN 8.0 WMAP7 simulation.



Chapter 7

Conclusions and Future Work

This thesis took advantage of a new suite of large-volume cosmological hydrodynam-

ical simulations, which were designed with ongoing and upcoming cluster cosmology

surveys in mind, to study the astrophysical and cosmological aspects of galaxy clusters.

In Chapter 2, the new suite of state-of-the-art simulations with varying ‘sub-grid’

physics, christened cosmo-OWLS, was introduced and compared to a wide range of

observations, from X-ray luminosity and temperature to Sunyaev–Zel’dovich flux,

through I-band mass-to-light ratio, dominance of the brightest cluster galaxy and cen-

tral black hole masses, by producing synthetic observations and mimicking observa-

tional analysis techniques. These comparisons demonstrated that some of the AGN

feedback models can produce a realistic population of galaxy groups and clusters.

This opened the door to the creation of synthetic surveys for helping the interpretation

of cluster surveys, together with assessing the impact of selection.

In Chapter 3, the same simulations were employed to investigate the scatter and evo-

lution of the hot gas properties of the realistic populations of galaxy groups and clus-

ters as a function of the fundamental non-gravitational physics of galaxy formation.

The median relations and their log-normal scatter were found to be well-described by

evolving broken power-laws. The self-similar model predictions (for both the evolu-

tion and the mass slope) were found to break down when efficient AGN feedback is

included, and the log-normal scatter to vary mildly with mass, be relatively insensitive
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to galaxy formation physics and decrease with increasing redshift.

Chapter 4 presented the development and testing of a multi-purpose light cone software

package, which was used to create realistic synthetic surveys from various simulations.

It showed that the simplest method for generating light cones results in the best com-

promise between conservation of the large-scale structures and computing speed.

Chapter 5 exploited synthetic Sunyaev–Zel’dovich observations, generated for the cosmo-

OWLS suite of simulations using the developed light cone software package, to check

the veracity of some of the results reported by the Planck collaboration in late 2012.

Taken at face value, their results seem to favour a close to self-similar scaling relation

between the Sunyaev–Zel’dovich flux and the total mass, which is in contradiction with

X-ray and absorption line observations. The matched filter used by the Planck collab-

oration recovers fluxes that are biased high when feedback is included. The likely

causes for the bias, confusion and deviations from the universal pressure profile, were

both investigated. The impact of source confusion turned out to be negligible when the

signal is averaged over a large number of systems, and the bias was found to be mostly

due to a shape mismatch (in terms of pressure profiles).

Finally, Chapter 6 presented a first attempt at using synthetic X-ray observations, gen-

erated for the cosmo-OWLS suite using a combination of the developed light cone

software and the XMM–Newton simulator and processed with the detection pipeline of

the XXL survey to quantify the selection function of the survey. Preliminary results

suggest that: (i) the XXL survey is not able to find the large majority of groups, (ii) it

is best at finding low-mass clusters at low-redshift and (iii) the pipeline fails to detect

a few very massive, extended, nearby systems.

This thesis presented some of the first applications of the cosmo-OWLS suite of simu-

lations and its synthetic surveys. Some other potential applications are:

1. The origin of the hydrostatic and spectroscopic biases could be investigated.

2. The scatter and evolution of the optical properties of the simulated galaxy groups

and clusters, such as optical richness, K-band luminosity, stellar mass and weak
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lensing mass could be investigated as a function of galaxy formation physics.

3. The origin of the scatter and evolution of the hot gas and stellar properties of the

simulated populations of galaxy groups and clusters could be investigated.

4. A careful comparison of the observed and simulated scatter and evolution of the

hot gas properties could be conducted. This would require the self-consistent

modelling of the selection function of the observational data sets the simulations

will be compared to.

5. The dependence upon baryonic physics and cosmology of the selection function

of X-ray surveys could be studied.

6. In addition to detecting hundreds of galaxy groups and clusters, the XXL survey

has found more than 10 000 X-ray AGN. It would thus be interesting to be able

to generate synthetic surveys that include the X-ray AGN in a self-consistent

manner. They could be used for making predictions for e.g. the clustering of

X-ray AGN and to study the impact of AGN contamination on the detection of

X-ray galaxy clusters (for instance, close pairs of AGN at high redshift could be

mistaken for a galaxy cluster by a detection pipeline).

7. The synthetic X-ray surveys that include the X-ray emission from AGN (when

present) could be compared to existing observational constraints on the X-ray

background. This would provide another test of the physics of galaxy formation.

8. Synthetic kinetic Sunyaev–Zel’dovich surveys could be used to prepare future

Sunyaev–Zel’dovich experiments (e.g. to check whether they could potentially

detect outflows from AGN feedback).

9. Synthetic weak lensing and cosmic shear surveys could be compared to early

results from the Dark Energy Survey and to make predictions for the upcoming

Euclid.

10. It could be interesting to compare the physical properties of the galaxy groups

and clusters detected at different wavelengths and to cross-correlate, for instance,

synthetic shear and Sunyaev–Zel’dovich maps.
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11. Finally, one could compare the growth and physical properties of the brightest

cluster galaxies of galaxy clusters which have been selected in the same way in

the simulations and the observations.



Appendix A

Resolution study

The sensitivity of the results of Chapter 2 to numerical resolution is examined. As

currently available hardware prevents the running of higher resolution simulations in

400 h−1 Mpc on a side boxes, smaller simulations were used for testing numerical

convergence. They are 100 h−1 Mpc on a side and use 2 × 2563 particles (which is

the same resolution as our 2× 10243 particles in 400 h−1 Mpc box runs) and 2× 5123

particles (i.e. eight times higher mass resolution and two times higher spatial resolu-

tion). They assume the WMAP7 cosmology. Note that when comparing AGN models

at different resolutions, the same halo mass limit for BH particle seeding and BH seed

mass (see Section 2.2.1 for seeding details) are adopted and that the convergence tests

are made using the true physical properties of the simulated systems (i.e. no synthetic

observations were used).

In Fig. A.1, the median gas mass fraction–M500 (left) and I-band total mass-to-light

ratio–M500 (right) relations at z = 0 are compared for systems with 12.9 . log10[M500(M�)]

. 14.75 at the resolution of the production runs (dashed lines) and at eight times higher

mass resolution (solid lines) for four of the models used (NOCOOL, REF, AGN 8.0 and

AGN 8.5). Global properties are found to be adequately converged down to log10[M500(M�)]

∼ 13.3 (i.e. a few times 1013 M�) at the resolution of the cosmo-OWLS runs.

In Fig. A.2, the evolution of the global BH density and of the cumulative BH density

present in seed-mass BHs (black and grey curves) are compared when box size, reso-
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Figure A.1: Effect of numerical resolution on the median gas mass fraction–M500 and I-band
total mass-to-light ratio–M500 relations at z = 0. The simulations used here assume the
WMAP7 cosmology. Global properties are adequately converged down to log10[M500(M�)] ∼
13.3 (i.e. a few times 1013 M�). Both panels use the true physical properties (gas fraction,
total mass and I-band total mass-to-light ratio) of the simulated systems (i.e. no synthetic ob-
servations were used).

lution and BH seeding are varied for both the AGN 8.0 and AGN 8.5 models. Varying

box size at fixed resolution and seeding parameters from 100 h−1 Mpc (dashed lines)

to 400 h−1 Mpc (long-dashed lines) on a side has no noticeable effect upon the evolu-

tion of the global BH density and cumulative density in seed BHs for z ≤ 3 for both

the AGN 8.0 and AGN 8.5 models (i.e. the dashed lines and long-dashed lines lie on

top of each other). Varying resolution at fixed box size and seeding parameters from

the resolution of the production runs (dashed lines) to eight times higher mass resolu-

tion (solid lines) affects the evolution of both densities up to the present time in both

AGN models. Finally, varying the halo mass limit for BH particle seeding and the BH

seed mass from the values used for the original OWLS AGN model (triple-dot-dashed

lines) to eight times higher masses as used for the production runs (solid, dashed and

long-dashed lines) at fixed box size and mass resolution (solid lines), leads to higher

BH and seed BH densities at all redshifts.

Overall, however, the differences are not that large between the different models and

all are approximately consistent with the observational constraints on the z ≈ 0 mass
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density of SMBHs of Shankar et al. (2004).

Figure A.2: Effect of box size, numerical resolution and BH seeding on the evolution of the
cosmic BH density. The simulations used here assume the WMAP7 cosmology. The black and
grey curves show the cumulative density in seed BHs for the AGN 8.0 and AGN 8.5 models,
respectively. The solid lines correspond to the simulations run in a 100 h−1 Mpc on a side
box at eight times higher mass resolution than the production runs. The dashed lines and
long-dashed lines (which are virtually on top of each other) correspond to the simulations run
in 100 h−1 Mpc and 400 h−1 Mpc on a side boxes at the resolution of the production runs,
respectively. All these simulations use the same halo mass limit for BH particle and BH seed
mass as the production runs. The triple-dot-dashed lines correspond to the high resolution
runs but with the BHs injected in eight times less massive haloes and with a eight times lower
seed mass as they were originally in the OWLS AGN model (see Booth & Schaye (2009) and
Section 2.2.1).



Appendix B

Hydrostatic bias and spectroscopic

temperatures

In Fig. B.1, the median hydrostatic bias–M500 relation is plotted for the various sim-

ulations, where the hydrostatic bias is defined as M500,hse,spec−M500

M500
. Consistent with

previous simulation studies (e.g. Mathiesen, Evrard & Mohr 1999; Rasia et al. 2006;

Nagai, Vikhlinin & Kravtsov 2007; Kay et al. 2012; Nelson et al. 2014), a mean bias of

∼ −20 per cent is found for both groups and clusters. The scatter, which for clarity’s

sake is only shown for the AGN 8.0 model, increases with decreasing total mass.

In Fig. B.2, the median bias of ‘uncorrected’ temperatures due to spectral fitting as a

function of M500 is plotted for the various simulations. Previous studies (e.g. Math-

iesen & Evrard 2001; Mazzotta et al. 2004; Rasia et al. 2006; Khedekar et al. 2013)

found that the spectral temperatures are generally biased low compared to the mass-

weighted temperatures. The level (and even the sign) of the bias are found here to be

dependent on the details of the sub-grid physics implementation.
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Figure B.1: Hydrostatic bias as a function of M500 at z = 0. Consistent with previous simula-
tion studies, a mean bias of ∼ −20 per cent is found for both groups and clusters. The scatter
increases with decreasing total mass.
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Figure B.2: Bias of ‘uncorrected’ temperatures due to spectral fitting as a function of M500

at z = 0. The level (and even the sign) of the bias depend on the details of the implemented
sub-grid physics.



Appendix C

Results for the other physical models

We present the results of the fitting procedures described in Section 3.4 for the three of

the other cosmo-OWLS physical models in Planck cosmology.
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Bahé Y. M., McCarthy I. G., King L. J., 2012, MNRAS, 421, 1073

Balogh M. L., Mazzotta P., Bower R. G., Eke V., Bourdin H., Lu T., Theuns T., 2011,

MNRAS, 412, 947

Balogh M. L., Pearce F. R., Bower R. G., Kay S. T., 2001, MNRAS, 326, 1228

Bandara K., Crampton D., Simard L., 2009, ApJ, 704, 1135

Bartelmann M., 2010, Reviews of Modern Physics, 82, 331

Battaglia N., Bond J. R., Pfrommer C., Sievers J. L., 2012, ApJ, 758, 74

Baugh C. M., 2006, Reports on Progress in Physics, 69, 3101

Becker M. R., Kravtsov A. V., 2011, ApJ, 740, 25

Benson A. J., Bower R. G., Frenk C. S., Lacey C. G., Baugh C. M., Cole S., 2003,

ApJ, 599, 38

Benson A. J., Cole S., Frenk C. S., Baugh C. M., Lacey C. G., 2000, MNRAS, 311,

793

Bertin E., Arnouts S., 1996, A&AS, 117, 393

Bhattacharya S., Di Matteo T., Kosowsky A., 2008, MNRAS, 389, 34

Birkinshaw M., 1999, Physics Reports, 310, 97



Bibliography 181

Birkinshaw M., Hughes J. P., Arnaud K. A., 1991, ApJ, 379, 466

Blaizot J., Wadadekar Y., Guiderdoni B., Colombi S. T., Bertin E., Bouchet F. R.,

Devriendt J. E. G., Hatton S., 2005, MNRAS, 360, 159

Blanton M. R., Roweis S., 2007, AJ, 133, 734

Blanton M. R., Schlegel D. J., Strauss M. A., Brinkmann J., Finkbeiner D., Fukugita
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Böhringer H., Schuecker P., Guzzo L., Collins C. A., Voges W., Schindler S., Neumann

D. M., Cruddace R. G., De Grandi S., Chincarini G., Edge A. C., MacGillivray H. T.,

Shaver P., 2001, A&A, 369, 826
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Zimmermann H. U., 1999, A&A, 349, 389



Bibliography 199

Voit G. M., 2005, Reviews of Modern Physics, 77, 207

Voit G. M., Evrard A. E., Bryan G. L., 2001, ApJL, 548, L123

Voit G. M., Kay S. T., Bryan G. L., 2005, MNRAS, 364, 909

Voit G. M., Ponman T. J., 2003, ApJL, 594, L75

Weinberg D. H., Mortonson M. J., Eisenstein D. J., Hirata C., Riess A. G., Rozo E.,

2013, Physics Reports, 530, 87

White M., Hernquist L., Springel V., 2002, ApJ, 579, 16

White S. D. M., Frenk C. S., 1991, ApJ, 379, 52

White S. D. M., Navarro J. F., Evrard A. E., Frenk C. S., 1993, Nature, 366, 429

White S. D. M., Rees M. J., 1978, MNRAS, 183, 341

Wiersma R. P. C., Schaye J., Smith B. D., 2009, MNRAS, 393, 99

Wiersma R. P. C., Schaye J., Theuns T., Dalla Vecchia C., Tornatore L., 2009, MNRAS,

399, 574

Yang X., Mo H. J., Jing Y. P., van den Bosch F. C., Chu Y., 2004, MNRAS, 350, 1153

York D. G., Adelman J., Anderson, Jr. J. E., Anderson S. F., Annis J., Bahcall N. A.,

Bakken J. A., Barkhouser R., Bastian S., Berman E., Boroski W. N., Bracker S.,

Briegel C., Briggs J. W., Brinkmann J., Brunner R., Burles S., Carey L., Carr M. A.,

Castander F. J., Chen B., Colestock P. L., Connolly A. J., Crocker J. H., Csabai I.,

Czarapata P. C., Davis J. E., Doi M., Dombeck T., Eisenstein D., Ellman N., Elms

B. R., Evans M. L., Fan X., Federwitz G. R., Fiscelli L., Friedman S., Frieman J. A.,

Fukugita M., Gillespie B., Gunn J. E., Gurbani V. K., de Haas E., Haldeman M.,

Harris F. H., Hayes J., Heckman T. M., Hennessy G. S., Hindsley R. B., Holm S.,

Holmgren D. J., Huang C.-h., Hull C., Husby D., Ichikawa S.-I., Ichikawa T., Ivezić
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